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Foreword

This volume includes the proceedings of ExLing 20the &' Tutorial and
Research Workshop on Experimental Linguistics, @anaklion, Crete, 19-22
June 2017. The first conference was organised rerdg, Greece, in 2006,
under the auspices of ISCA and is regularly repkttereafter in different
places.

In accordance with the spirit of the ExLing conferes, we were once
again gathered in Crete to continue our discussionthe directions of
linguistic research and the use of experimentahoulogies in order to
gain theoretical and interdisciplinary knowledge.

We are happy to see that our initial attempt haeeglground and is
becoming an established forum for a new generatfdinguists. As in the
previous conferences, our colleagues are coming &ovariety of different
parts of the world and we wish them a rewardingharge of scientific
achievements and expertise. This is indeed the afrehe EXxLing
conferences, which promote new ideas and methoslag an international
context.

We would like to thank all participants for themrdributions as well as
ISCA and the University of Athens. We also thank owited speakers
Kerstin Fischer, Philippe Martin, Yi Xu, and colipes from the
International Advisory Committee as well as our dstts from the
University of Athens for their assistance.

Antonis Botinis
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Using robots to study speech — interactional
processes and speech functions

Kerstin Fischer
Department of Design and Communication, Universftgouthern Denmark,
Denmark.

Abstract

In this paper, | present some scenarios in whicimanirobot interaction can be
carried out to study linguistic features and theteractional functions, as well as
complex interactional processes.

Key words: speech, language, human-robot intenactieethodology

Introduction

Robots are a great methodological resource fowuistg and interactional
research since they can be completely controlledlik@s human
confederates) and thus exhibit identical behavamoss participants and
conditions. Furthermore, people do not hold paldicexpectations towards
robots, unlike towards other people, which allowsta experiment with a
broad range of behaviors.

In the most trivial case, we can use robots in @amat of the matched
guise technique (Gardner & Lambert 1972) to studppbe’s attitudes
towards certain linguistic features and their ipg&gsonal functions; for
instance, we can use them to study the functionsisiig and falling
intonation contours, speaking styles, durationaluees, the use of hesitation
markers, types of feedback signals and so on. Wihéddraditional matched
guise experiment requires that there are sevdial iiems between the two
target stimuli that make people forget what theyehpust heard, in human-
robot interaction, we can match the two sound filés different robots, or
even easier, with two videos of different robotsaigjuestionnaire. Besides
this very simple and obvious use of robots in listia research, robots can
also be a resource to study complex interactionathanisms at the
intersections between cognitive and social prosesadich | will show
below.

The next section presents some human-robot intenaccenarios in
which linguistic research can be carried out. THefgcus on one major
interactional feature: recipient design, i.e. tihecpsses involved in how we
adjust our speech to our particular addresseesinftance, to a child, a
foreigner or a robot. | illustrate how we can iniggte complex socio-
cognitive phenomena by means of human-robot inieraexperiments.

Proceedings of 8ExLing 2017, 19-22 June, Heraklion, Crete, Greece



2 K. Fischer

Scenarios for linguistic human-robot interaction
research

In the following, | describe some human-robot iatélon scenarios that
have already been successfully employed for liniguisesearch. While
obviously many different scenarios are possible,fallowing are the most
common ones.

Video-based studies

Experiments with robot videos are easy to set up Hws especially
attractive for students; for instance, Aarstrupl@Qinvestigated how people
respond to a greeting if it is delivered with diffat intonation contours.
Previous linguistic work had suggested that, fatance, a fall indicates
the speaker's dominance in knowing and telling ¢$bimg, in telling
someone what to do, and in expressing their owiinfge in contrast, a rise
indicates a speaker's deference to the addressemidedge, their right to
decide, and their feelings" (Tench 1996: 105). I8V€006) furthermore
holds the greetinthi' not to be used with rising intonation.

Aarstrup used videos of three different robotsyich the robots make a
waving gesture or produce a small bow, and syrzkdséii andhello with a
free text-to-speech system. She then manipulaeeddbnd files using praat
(Boersma 2001) to create stimuli with different oimation contours.
Altogether, the experiment uses two lexical itemmsll¢ vs. hi), three robots
(Nao, Care-O-bot and Robosapien) and four diffeietdnation contours
(fall, rise, fall-rise and flat). The videos weteeh matched with the different
sound files and distributed over four questionrsase that each participant
only got to see each robot once (n=120). Her resekeal that non-native
speakers do not respond to the differences in atimm contours or lexical
items at all. In contrast, native speakers of Eglrate the robots
significantly different concerning friendliness segtiveness and engagement
depending on the intonation contours. However,dleftects differ for the
different lexical items, and the apparently nonxantional hi with rising
intonation contour was in fact rated as most engagi

Thus, matching videos with different speech stinpubvides a simple
tool to investigate interpersonal effects of paittc linguistic features.

One-on-one human-robot interactions

One-on-one interaction is the most common formurh&n-robot interaction
experiments. The robot’s speech in this scenanob®Ea pre-recorded, pre-
synthesized or synthesized online using a texptesh system. The range
of robots used in this scenario is principally itk limits, but if the robot
exhibits no human-like characteristics at all, gpemay not be the most
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plausible mode of communication. All speech phenmarhat can be tested
in video-based scenarios can also be studied & gbénario, plus most
interactional features, such as the timing of atiees and the
appropriateness of utterances in an interactionstodrse context; in

addition, properties of speech can be studiedlatios to other modalities,

such as gaze or robot movement, and their timinly weéspect to each other
(e.g. Jensen et al., in press).

One human — two similar robots

In order to test behavioral effects of speech attaritics, Andrist et al.
(2013, 2015) developed a scenario in which theigipaint is interacting
with two similar robots. The two robots take tupresenting information to
the participant; for instance, they both make satiges for places to visit,
from which the participant has to choose one. Gtlycithe robots’ speech
differs with respect to the speech characterigtic(sder consideration.
Andrist et al. (2013) investigate the effects ofta@ rhetorical strategies
indicating expertise, Andrist et al. (2015) use shene scenario to study the
interactions between clues to expertise and liiguisriety, in their case
Standard Arabic versus the local Lebanese dialédir behavioral measure
is how often participants follow the recommendadiaf the robot that used
the strategy under consideration.

Using robots to investigate interaction processes

Recipient design is a central feature of all speduh it becomes most
obvious when people are talking to interactionmeng who are ‘peculiar’ in
some way or other, for instance, children, foreigra dogs. While it is thus
a common place that we adjust to our communicgigmners (cf. Brennan
& Schober 2003), it is less clear how we do it.

In Fischer (2016), | carried out several human-tolteraction
experiments to identify the contributions of a) atper model, i.e. some
kind of cognitive representation of the partnerppfautomatic adjustments
to the partner’s speech based on alignment (Prueki Garrod 2004), and
of c) the effects of the partner’'s feedback sigriatsthe choices speakers
make. For example, one set of experiments invdstigaow the way people
talked to a robot changed depending on whetherabet produced speech
itself. Because the linguistic output of the robmiuld be controlled
completely, | could nail down in detail how muchcabulary and linguistic
structures from the robots’ utterances people atignith and what else their
linguistic behavior was informed by, disentanglitige effects of partner
models and automatic alignment. The results shaw pleople’s linguistic
choices depend more on their partner model thah@mne-use of the robot’s
linguistic behavior; in fact, the amount of ‘autdinaalignment (priming)
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was found to crucially depend on people’s partnedahs. Similarly, the
effects of the communication partner’s (i.e. thbatts) contributions could
be determined; while the robots’ appearance wadamotd to have much
influence, people use all kinds of behavioral clteesevise and update their
partner models of the robots, which in turn detessi their linguistic
behavior.

To sum up, human-robot interactions are highly wistfr all kinds of
linguistic research, including the analysis of yghomplex interactional
phenomena.
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Accent phrases and brain waves

Philippe Martin
LLF, UMR 7110, UFR Linguistique, Université Parigderot, France

Abstract

Recent experiments show that theta and delta losditlations whose periods vary
from 100 ms to 250 ms and from 250 ms to 1300 ragespectively synchronized
in phase with syllables and stressed syllabless Tians that, in natural speech,
syllables cannot be separated by less than 100nahsrere than 250 ms to be
perceived as unstressed. Over this limit, they peeeived as stressed but their
separation cannot exceed 1300 ms. Considering thi@ lpredictive function as
observed in silent reading or self-talk, whereaesd syllables and stressed syllables
activate theta and delta oscillations, a genemaguage acquisition and speech
recognition model is suggested.

Key words: Intonation, brain oscillations, delfzeta.

Introduction

Neurolinguistics is becoming one of the fastestngireg domain in
linguistics. After the syntactic and semantic damsaiit how focuses on
various aspects of speech generation, and in pkation specific speech
events timing. Relationships between the perceptiogyllables, words or
group of words boundaries and brain waves are neimgbinvestigated
thoroughly in many research projects. In this abaotron, | will evoke the
intriguing similarities existing between stressegtlables timing and delta
brain waves, leading to a model of speech procgssihere syllables,
stressed syllables and accent phrases temporakrtiesp are shown to
correspond to those of theta, delta and gamma beaitlations.

Brain waves

In the years 1930-40, researchers observed théiutinan brain consisted of
a very large number of neurons (in the order of Hilidn) interconnected in
groups in specific regions of the brain mass. Thewgconnections allow a
transfer of chemically stored information in eacburon or groups of
neurons by variations of a small electric potenfialthe uV range). The
electrical variations can be observed through cagiositioned on subject’s
skull (electroencephalography, or EEG). These wtatt variations are
called evoked potential if they result from an exé sensory stimulation,
auditory, visual or other.

Electrical activity produced by transfers of groap neurons to other
groups of neurons is not done haphazardly. Fingly operate in specific

Proceedings of 8ExLing 2017, 19-22 June, Heraklion, Crete, Greece



6 Ph. Martin

frequency ranges linked to specific cognitive atés, and secondly, they
may synchronize in phase other waves in a diffdrequency range.

Greek letters designate specific frequency rangdsha, beta, delta,
gamma. The frequency ranges of interest for speeehl Hz to 4 Hz for
delta, 4 Hz to 10 Hz for theta, and 30 Hz to 80fétz7gamma. The 12 Hz to
30 Hz range occupied by beta waves is also to densBince speech is
essentially a temporal event, it may be more megmino characterize brain
waves by their range of period variation, with dgderiods varying from 250
ms to 1300 ms, theta 125 ms to 250 ms and gammas18 33 ms.

The frequency of brain waves oscillations dependthe return distance
from one neuronal region to another, so that tltectesange of periods can
vary from one subject to another. This transfeddse through a chain of
synapses, whose individual length is about onlyo240 nm on the average.

Transfers between neuronal zones can be observbdawelatively large
number of captors (from 32 to 256) placed around $ubject skull
according to location standards. Captured signals®red in real time and
analyzed into the frequency domain with either as{f-Fourier or Wavelet
transform. The resulting representation is veryilamto spectra obtained in
frequency speech analysis, but in a lower frequeacyge.

Is then possible to observe that specific neurerahanges triggered by
selected stimuli (“Event Related Potential’, ERPy phase coupled, with
delta being the master. It has been shown for nesta(Ghitza and
Greenberg, 2009) that syllable peaks do synchrothigta brain waves in
phase, whereas stressed syllable synchronize dekas (Martin, 2015).
Likewise, some specific frequency part of syllablike fricative noise,
synchronize gamma waves. In the absence of extstinalli, all oscillations
oscillate freely in their own frequency range, deltith an at rest period of
about 500 ms, and theta with an at rest periodotial25 ms.

Designing speech with available brain waves

Transfer of neuronal activity is essential for meizetion, and some regions
of the brain become specialized in information ager Without
memorization process, the image of an external datimulus is normally
lost after 10 or 20 seconds. The acquisition ofjlexge requires thus some
mechanism to encode and store the acoustic infmmarovided by the
speaker, for instance a mother to her child. Tipetigon of similar stimuli
reinforces the neuronal memorization process, whiah to be carried by
some of the available brain waves.

As stressed syllables are the syllabic kernel gfwaard, or rather of any
accent phrase (i.e. a group of syllables with dnessed syllables), a good
candidate among brain waves would be delta, whictlavthen phase lock
theta oscillations while triggered by syllablesréssed or not). Gamma
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oscillations have a supplementary phase lock rolethie alignment of
syllables.

Some experimental facts

It is relatively easy to consider theta as respgmasifor the syllabic
information transfer. Slowing down natural speedtheut modifying its
spectral content down to a 100 ms average syltnation will maintain its
intelligibility. Going beyond this limit would makspeech unintelligible,
unless some silent gap is added to each syllabieatth the 100 ms average
duration (Ghitza and Greenberg, 2009). Slowing dep&ech over a 250 ms
average syllabic duration would on the other harakemevery syllable
perceived as stressed, although nothing has bemmget in its spectral
content.

These temporal limits suggest that to be perceisgithbles must have a
duration over 100 ms and below 250 ms. Over 25@he are perceived as
stressed. This strongly suggests that theta d#oila are carriers of non-
stressed syllables. Over this 250 ms threshold, wikk be handled by delta
oscillations.

Likewise, it is relatively simple to show that stsed syllables must be at
least separated by 250 ms by selecting two corigecstressed syllables in
natural speech and by reducing their gap, nornfifibg by a pause, without
modifying their relative spectra. Once their sepanagoes below 250 ms
the first syllable ceased to be perceived as stde€3n the other hand, two
consecutive stressed syllables appear to be inipedsi separate in natural
speech by more than some 1300 ms (Martin, 2014sdtwo observations
suggest that delta is the candidate carrier fesssed syllables.

Building the lexicon

A possible model for early language acquisition ldothen involve the
elaboration in early childhood of a lexicon whosgries are activated by
delta waves triggered by stressed syllables (imotudsolated syllables).
Isolated vowels would progressively by replacedfldy syllables, then by
groups of syllables with one stressed syllable @ accent phrase), then
later by sequences of accent phrases forming ssgerand eventually
larger speech units involving more than one seetei(@when leaning poems
by hart for instance).

The various units in this lexicon are used to idenbhcoming speech by
comparison with an existing entry, at one or mopprapriate levels
(syllabic, accent phrase, syntagms, etc.). Deltathis master of this
continuous pattern matching operation, which rexpuat least 250 ms to be
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executed. If two stressed syllables occur at leaa 250 ms apart, the first
delta cycle is aborted and only the second ongdswded.

Predictive function of the brain

The pattern matching model gives also some acctamthe predictive
function of the brain (Arnal et Giraud, 2016). leisers sometimes perceive
stressed syllables although nothing in the spedgnak carries the
corresponding acoustic information. This happensmthe pattern matching
process found an entry in the listener lexicon thatild reasonable match
the speech input, restoring the stress informatiossing in the speech
signal.

It gives also a reasonable explanation pertainiogthe continuous
adjustment of the delta periods according to thessed syllables speech
input. The natural oscillation normally cycles bstaking the last period
value for the next, a process whose effects cawbberved in eurhythmicity
(Martin, 2015). However, when a stressed syllaldeucs before the end of
the expected period, the delta oscillation phaseeset and a new period
starts. When it occurs after, the predicted pedorhtion inferred from the
lexicon retrieved entry will set the start of theanperiod.

This may explain why theta and delta oscillatiores r@stored even in the
absence of any speech input when reading or takiogeself silently, their
respective cycle duration being restored from éxecbn.
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Syllable as a synchronization mechanism

Yi Xu
Dept of Speech, Hearing and Phonetic Sciences,disity College London, UK

Abstract

Despite being highly intuitive and widely recogrizesyllable continues to be a
controversial notion. It is argued here that a kg may lie in recognizing that
speech is a highly skilled motor activity with aregoroblem shared with other
motor skills: how to reduce degrees of freedom (p@rthe extent that makes its
central nervous control possible. The most effectivay of reducing DOF is to
synchronizemultiple articulatory movements, and the syllab@ves exactly this
function for speech. This synchronization hypotteaiso offers resolutions to
coarticulation and many other unsettled problems, laas implications for motor
control in general.

Key words: synchronization, target approximatiedge synchronization, tactile
anchoring, degrees of freedom

Introduction

The nature of the syllable remains a mystery te tlay: ‘although nearly
everyone can identify syllables, almost nobodydefine therh(Ladefoged
1982: 220). Existing proposals (e.g., Browman & dstdin 1992,
MacNeilage 1998) are not able to answer some ofrthgt basic questions
about the syllable: a)vVhy are there syllabl@sb) Do syllables have clear
phonetic boundariés c) Do segments have definitive syllable affiliati®ns
Without clear answers to these questions, manyr ésisees about speech
also remain unresolvable, including, in particutararticulation.

Syllable as a synchronization mechanism

This article is a brief introduction of synchronization hypothesthat can
address all three questions mentioned above. Tkheawhing proposal is
that syllable is a temporal coordination mechanighose function is to
synchronize multiple articulatory movements so as ntake speaking
possible. The coordination involves three basic hmatsms: target
approximation edge synchronizatioandtactile anchoringAccording to this
hypothesis, speech encodes information by gengratiriations in phonetic
(segmental, tonal and phonational) properties irtkgguccession, which
requires concurrent articulatory movements towardltiple underlying
targets (arget approximation The central nervous control of the concurrent
movements is made possible by synchronizing theterend offsets of the
movements €dge synchronizatigrto critically reduce degrees of freedom

Proceedings of 8ExLing 2017, 19-22 June, Heraklion, Crete, Greece
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(DOF). And tactile sensation during the closed pha$ each syllable
provides alignment references for the synchroropatif movementstéctile
anchoring.

. WWWWMWWW WWWMWWWW

lml f:'l! “ . m |
FWW """ “IC“ . t M.

c&Vv

' m ‘
W 55

Figure 1. Spectrogram of the Mandarin phrale#kZ2{AZE" /bl ma I wa
shan/ [more hypocritical than Ma Li], with broadgpietic transcriptions. In
both panels, C, V and T stands for consonant, vosredl tone. The
segmentation in a. is conventional, while that ini® based on the
synchronization hypothesis.

A direct consequence of synchronization hypothissssmajor change in the
acoustic segmentation of the syllable, as illusttain Figure 1. The
conventional segmentation is shown in Figure lereltsyllable onsets are
aligned to points of abrupt spectral shift correspog to the moments of
complete oral closure (with the exception of /af, Which there is not even
a widely-agreed segmentation). The segmentationedbasn the

synchronization hypothesis is shown in Figure 1beme all the segmental
boundaries are shifted leftward from those in Figlia. Theseonceptual

shifts are based on tharget approximationprinciple that the onset of a
segment is when the spectral pattetarts to move towards prototypical

configuration. For /I/, for example, the onset s the middle of the

“preceding” vowel, where F1 starts to drop towahe bral closure. The
leftward shift of vowel onsets is even more exteasFor example, the first
/al now begins from the middle of the first convenal /i/ interval where F2

starts to drop toward its prototypical level; ahd second /i/ begins from the
middle of the conventional /a/ interval where Fartst to rise toward its
prototypical level. Thus each vowel onset is sHifteftward, across the
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conventional consonant interval, and well into tomventional interval of
the preceding vowel.

The newoffsetof a segment is where its prototypical configunatis
best approach, but not necessarily attained. Foiofi example, it is at the
peak of F2 and F3, for /a/ it is at the peak oBRdl valley of F2, and for /w/
it is at the valley of F2, where intensity is alaba minimum. For the
obstruent consonants, the offset is no longer atetind of its prototypical
spectral pattern (e.g., closure gap in /b/, nas#teral formants in /m/ and
I/, and the frication ing/), but in the middle of those intervals.Furthersor
as shown in the bottom tier of Figure 1b, the nemet interval fully
coincides with that of the entire syllable, whicbnsists of not only the
initial consonant and the nuclear vowel, but als® ¢oda consonant, as in
the case of /shan/.

Coarticulation and DOF

A major impact of the new syllable segmentatioonsthe understanding of
coarticulation. Because the initial movement towardocalic target is now
viewed as the vowel proper rather than its antimpa it is no longer
considered as evidence of either long-distance cipatory V-to-V
coarticulation (Ohman 1966) or local V-to-C antatipry coarticulation.
Instead, because initial consonant and the firsieVstart at the same time,
they are considered as fulbpproducedor coarticulated for the duration of
the consonant. Also no longer needed is the notidn carryover
coarticulation. Due to inertia, an articulatory es toward a target has to
be one of moving away from its initial state, whiishthe end result of
approaching the preceding target. Overcoming mdherefore necessarily
carries the influence of the preceding target ihab longer being executed.
So, what is carried over is only its remnant effiether than its continued
articulation.

This view of coarticulation differs from both thasamilation account
and gestural overlap account (Saltzman & Munha89)9as illustrated in
Figure 2. In paneh we can see that smooth surface trajectories can be
generated by strictly sequential target approxiomathovements. In panél
the first movement is much shortened from thatangba, resulting in an
undershoot of the first target. Because the undetsis due to a premature
termination of the first movement, which is effgety truncated by the
second movement, there is neitlassimilationnor anticipation In panelc,
instead of truncation, the first two movements paetially overlapped via
gestural blending The resulting trajectory, however, is not verjfatent
from the one in pandd. More importantly, such a blending requiresre
degrees of freedonhan sequential target approximation, as the amotint
overlap and its exact location both have to beifipdc
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a. Figure 2. Sequential vs. blending
3215’ """"""""""" target approximation. Ira, the three
g ! \/\ movements are strictly sequential, and
e 2 the vertical line divides the first two
o o1 02 03 o4 movements. I, the vertical reference
b. remains at time 0.15, but the first
£15 R movement is shortened by 0.05 unit.
8 17 Ass'm"?t"’"' e All the movements remain sequential,
705 7% funcate so that the first movement fruncated
o (’Jl PP 0 3 """""" o by the second. Inc, the flrst_ and
c second movements overlap with each
RT3 R — other by 0.05 units. The overlap is
% 14 implemented by applying a blended
Zos \ target (horizontal green dotted line),
0 : : : which is the average of the first two

0 ol 02 03 04 targets. All trajectories generated by
the gTA model (Prom-on et al. 2009).

Tactile anchoring

This mechanism is the final piece that completessifilable puzzle, because
it provides solutions to three critical issues. sEirit explains how
synchronization is achieved: by tactile feedbackrduthe closure phase of
consonants. Second, it points out that it is thgeedrather than the center of
the syllable (where sonority is the highest, cliee by Ohala 1992), that is
the essence of the syllable. Finally, it predittat tsyllable onset, where a
maximum number of gestures can be coproducedpétar synchronization
site than syllable offset, which in turn explaingyywCV is the more
prevalent syllable structure than VC and CVC.
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Abstract

This paper deals with stress and intonation pattefdioanwords in Algerian Arabic

and in particular in Algiers and Oran dialects.shows that speakers always
transferred the stress pattern of Algerian Aralricborrowed words: the final

syllable is stressed if it is the only heavy syldaim the word or if it is superheavy,
otherwise stress is on the penultimate syllabldonation patterns are also
transferred to loanwords in focus and polar quastid-ocus is characterized in the
Algiers dialect by a falling melodic contour ocdaog on the last syllable. In the

Oran dialect, intonation is realized with a flat fightly rising contour. In polar

question Algiers speakers produce a rising-fallicantour whereas the Oran
speakers produce a rising melodic contour on ttesidlable.

Key words: loanword, Algerian Arabic, stress, faguslar question

Introduction

The Algerian Arabic originates from the North Afiit Arabic and is spoken
by more than 70% of the population. It is the maghicular language of the
country. The Algiers variety is spoken in the calpiih the Center of Algeria.
The Oran variety is spoken in the city of Oran lie West of Algeria. In
previous studies (Benali, 2008, Benali, 2016), ppeared that Algerian
dialects can be identified by prosodic cues. | thaso that intonation
patterns which characterize Algiers and Oran \i@setre marked more
clearly in focus and polar question.

These two varieties have great number of borrowexdls from French
whereas the Oran dialect contains also Spanistwioa@s. These loanwords
are phonetically and morphologically modified (G&dm) and adapted to
the speakers mother tongue (Arabic or Berber) akiimi.ma] from the
French word "cinéma" and in [bo.'ga.do] from the&ph word "abogado".

In this research, | examine the place of the stoé$sanwords and their
prosodic realization in focus and polar question.

Few studies on stress were carried out on Algekialic. Ait Oumaziane
Ramadane studied the stress in the Arabic dialécCanstantine (Ait
Oumeziane, 1981), Farouk Bouhadiba in the OrarcligBouhadiba, 1988)
and Aziza Boucherit in Algiers Arabic (BoucheriQG5). From our study
(Benali, 2015) stress falls on the final syllaibli¢ is the only heavy syllable
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in the word (V: or VC), or if it is superheavy {C) or VCC. Otherwise the
penultimate syllable is stressed.

Few studies have dealt with the integration of Veams into dialectal
Arabic at the prosodic level. Borrowed words frorerich tends to lose their
“ tonic” accent to submit to the accentual rulestloé Tunisian dialectal
Arabic (Mzoughi, 2015). Naima Fadil-Barillot presed three types of the
intonative contours in the code-switching of Mocae Arabic and French :
the intonation of matrix language, the composednation and the
recomposed intonation (Barillot, 2002).

Methodology

Recordings for this study were made in Algiers d&han. 20 Algiers
speakers and 20 Oran speakers were recorded iretargom using a lapel
microphone. Speakers were between 22 and 30 y&hr3tee majority of
them were students and have lived all their chitdhand adolescence in
their respective cities.

The corpus is composed of spontaneous and readhspidee spontaneous
speech utterances were extracted from a convendagittveen speakers and
the experimenter (who was speaking a southerntyariBorrowed words
and code switching were observed in this corpus.

Acoustic analysis were carried on the speech ais&lgsynthesis program
‘WinPitch’ (Martin, 2000).

Analysis

Stress in spontaneous speech

The use of the loanword "ball" in our corpus ilhaseés the difference
between the two dialects: Algiers speakers usé&tbach word "ballon” and
Oran speakers use the Spanish one "bola". In badlkscstress is on the
penultimate: ba.b], ['bo.la].

Overall, Oran speakers stress the penultimate bdgllas in [sbapa]
"Spain" and the final syllable when heavy and diogsba:po:l] "Spanish".
In the word Cervantes the stress is not on thelperate as in Spanish but
in the last syllable.

The following example shows how the loanword is phmaiogically
integrated: kunt 'ntri.ni uha. bast] "l trained and then | stoppedhfri.ni]
from the French verb "entrainer”, [n] and [i] areaBic morphological
marks. Stressed syllable is longer and has a riging

Algiers speakers stress also the penultimate dgllab in [teksplo.zi]
"you explode (in anger)" from the French verb "@sgelr". This syllable is
lengthened whereas the finale syllable carriesllamdaF0 as in [dza.zt
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in.'ti:kk ] "It went very well" from the French word "antiqus the meaning
of well, good.

So Algiers and Oran speakers in loanwords streséirial syllable if it is
the only heavy syllable in the word or if it is gupeavy. In the other case
the penultimate is stressed. Acoustic analysisvshibat Algiers speakers
used more FO range to stress the syllable tha®thae speakers (p < 0,0001)
who use more vowel lengthening (p < 0, 0013).

Intonation in read speech

In the statement used for this studfrd kat.sdkat 'ba/i] "He bought a 404
pickup", there are two loanwords [kat.&at] from the French model car
"404 Peugeot" and'ljafi] from the French word "bachée" meaning a
pickup. Only the second word is stressed on theulperate syllable,
forming an accent group. The speakers were askprbthuce this statement
with an emphatic focus on the last word and to peedit as a polar
question.

Emphatic narrow focus is produced in the Algieralatit by a rising
contour on the stressed syllable followed by arfglicontour. In the Oran
dialect, this focus is realized with a flat or 8lily rising contour on the
stressed syllable (figure 1). In both dialects thieessed syllable is
lengthened.

Figure 1. Emphatic narrow focus produced by Algi€ieft) and Oran
speakers (right).

In polar question Algiers speakers produced an iéisgblrising-falling
contour while Oran speakers produced on the ldkthdy a rising contour
(figure 2).
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Figure 2 Polar question produced by Algiers (laftd Oran speakers (right).

These results are similar to those obtained inektgiand Oran dialectal
Arabic.

Conclusion

The results of this study show that Algerian speakdways transferred the
stress pattern of Algerian Arabic to loanwords vgoidtonation patterns are
also transferred in focus and polar questions.
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Abstract

The ability to accurately perceive whether a speakeasking a question or is
making a statement is crucial for any successfarattion. However, learning and
classifying tonal patterns has been a challengiask tfor automatic speech
recognition and for models of tonal representati@s tonal contours are
characterized by significant variation. This papesvides a classification model of
Cypriot Greek questions and statements. We evalwaiestate-of-the-art network
architectures: a Long Short-Term Memory (LSTM) natkvand a convolutional
network (ConvNet). The ConvNet outperforms the LSirvthe classification task
and exhibited an excellent performance with 95%sifacation accuracy.

Key words: Cypriot Greek, statements, questionsyglutional networks, LSTMs.

Introduction

The aim of an intonational model is to identify arepresent the tonal
structure of an utterance for the purposes of idiegson or generation of
tonal contours. Each sentence is characterizedstipa FO patterns that are
perceived as different melodies, such as quest&taggments, commands,
and requests. The purpose of this study is to geosi classification model
of Cypriot Greek statements and questions, usifigrimtion from their
fundamental frequency (FO) contours (for a desonipbf Cypriot Greek
intonation see Themistocleous, 2011, 2016). To phigpose two different
neural network architectures were tested: a Longrtderm memory
(LSTM) neural network and a convolutional neuralvark (ConvNet).

Properties of tonal contours

In statements with broad focus, each phonologicatdwassociates with

rising and falling tunes; the whole melody starsually at a higher

frequency and declines gradually to a lower fregyesee Figure 1 upper
right panel). By contrast, Wh-questions are charéed either by sustained
tune at a high frequency (see Figure 1 upper kefief) or by high-low tune

at the Wh-word followed by a fall and an optioneder at the end of the
utterance (Figure 1 lower panel). Notably, the matic classification of

intonation is challenging as tonal contours cafedifiepending on linguistic

and non-linguistic factors including the segmestalcture of utterances, the
distribution of lexical stresses, the speech rateg the physiology of
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speakers (gender, age, etc.). These factors #dfiectverall structure of tonal
patterns, such as the frequency range and thehlefghe utterance.

250-

200 51’
INYANT
i .
Rl

150-

Fundamental frequency (Hz)

Fundamental frequency (Hz)

D T s e e e A A

Figure 1. Examples of waveform ¢
spectrogram with superimposed
contours of the statemerniipes 'sas
‘pali/ you said sasa agaiandthe wh-
questions /pcon’'a:a mal:on:i/ whon
is (s)he going to scoldand /pi

Fundamental frequency (Hz)

meya'loni i melina/ where doe
Melina giow up uttered by female
speakers

Artificial network architectures

LSTMs are recurrent neural architectures (RNN) (ieiter and
Schmidhuber, 1997), which proved to be extremelygytul and dynamical
systems in recognizing, processing, and predidtisgs such as time series,
which are characterized by time lags of unknowm simd bound between
important events (Schmidhuber, Wierstra and Gon®)5). LSTMs
displayed a strong record for addressing problemspeech recognition
(Graves, et al. 2013), rhythm learning (Gers, Sathoiph, and Schmidhuber,
2002) etc. However, a disadvantage of using LSTausl (RNNs in general)
is that they are slower with respect to feed-fodvaetworks; such as
convolutional neural networks (ConvNets). ConvNer® feed-forward
artificial neural networks, which learn patternsréstricted regions a.k.a.,
receptive fields that partially overlap. These #ettures were inspired by
biological processes of visual perception. Thesehitactures were
successfully employed to address tasks in imagegrétion (Ciresan, Meier,
and Schmidhuber, 2012) and sentence processing.
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Experiments

For the purposes of this study, 1966 statementyatazhs were produced by
25 female speakers and 2860 Wh-questions were geddhy 20 female
speakers of Cypriot Greek. Sound files were segadeand labelled and the
corresponding FO contours were extracted every m®.5The data was then
padded with zeros for a total length of 1024 aral/ioled as an input to our
models. Statements consisted of the same utteraebedy “ipes CVCV
pali” you said CVCV agajnwhere C stands for a consonant and V for a
vowel whereas Wh questions varied both in lengtth @nthe initial Wh-
word. For the purposes of this study a twofold expent has been
employed, namely a classification task with an LSfi&ural network and a
classification task with a ConvNet.

[ 1D Conv: 3-feature, 32-sizedfilters,

LSTIV, 50 units Activation: relu

dropout=0.2, [ 2-Max-pooling
recurrent dropout=0.2

1D Conv: 3-feature, 32-sizedfilters,
Dense layerwith 1 output, Activation: Activation: relu
softmax [

Dense layerwith 32 outputs, Adtivation:
relu

Dense layerwith 1 output, Activation:
softmax

Figure 2. LSTM Neural Network Architecture (left ) and ConvNet
Architecture (right panel).
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Figure 3. Examples of learned convolutional filtemsthe first layer.

For each run models were trained for 18 epochs béttkpropagation.
After each epoch, a model is obtained. Out thosemb@lels, the model
yielding the smallest loss on the training datieeist, and used for evaluation
against the test set. The LSTM resulted in 82%stfiaation accuracy, while
the ConvNets resulted in over 95% accuracy. For @wnvNet, we
performed 10-fold cross validation (4343 trainingamples and 434 test
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examples). The distribution of the classificatiamt@acy has median 95%.
(Min. 90%, ' Qu. 94%, Median 95%,3Qu. 96% and Max. 97%).

Discussion

We have described two artificial neural networkhétectures: an LSTM and
a convolutional network. The ConvNet outperformieel LSTM in accuracy
and speed. Specifically, the ConvNet achieves pagformance on question
and statement classification without requiring exaé features, such as
manually tagged pitch accents. The network can tifjety itself the
properties of the tonal contour that are most §icanit for the classification.
Despite the high accuracy learned features areasity interpreted from a
linguistic point of view (see Figure 3), yet a plising aspect of this
architecture is that it requires few parameterdy(érfilters). However, this
study was performed on a corpus that exhibits exdids and it remains to
be seen whether it generalizes in a more varigousor
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Abstract

This is an experimental study of temporal orgarosabf the Greek syllable. In

accordance with a production experiment, the resuitlicate the following: (1)

open and closed syllable units have a significafier@nce. (2) open and closed
syllables do not have significant differences ofveb nucleus durations. (3) onset
syllable consonants are significantly longer thadec syllable consonants. (4)
lexical stress application has a significant leegthg effect on syllable unit, onset
consonant as well as nucleus vowel but not on cmfsonant constituents. (5)
focus application does not have any significarg@fbn any syllable constituent.

Key words: consonant, vowel, duration, syllabésnporal production, stress, Greek

Introduction

The present study is an experimental investigatfosegment durations as a
function of syllable structure, lexical stress afmtus. Thus, the main

questions concern (1) the effects of each of trevalprosodic factors on

segment durations and (2) the interactions amoa@liove factors. Syllable
structure involves reverse phonotactis, i.e. CV €@ and thus open vs.

closed syllable structures in variable syllablet gontexts.

In accordance with research in different languageduding Greek, a
variety of hypotheses with reference to segmeratdur variability has been
suggested. Among them, more consonants in syllabéet are correlated
with shorter respective durations (Botinis, Erkembolsacsson, Westin,
1999), open syllable structure is correlated withger vowel nucleus than
closed syllable structure (Maddieson 1985) andsse&@ syllables are
correlated with longer consonant onset as well @sel nucleus (Botinis
1989, Fourakis, Botinis, Katsaiti 1999).

However, despite significant research, segment oeatipy as a function
of syllable constituency variability has hardly beévestigated. E.g.,
although it is widely known that lexical stress laa$engthening effect at
syllable level, the effects of lexical stress offedent syllable constituents
are hardly known. Thus, in this paper, we atteropgrtlarge our knowledge
on temporal correlations as a function of syllajmastituency variability.
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Experimental methodology

The speech material consists of four test words: itwnominative singular

and two in accusative plural with lexical stresghat antepenultimate and
penultimate, respectively (Table 1). The test wongse produced at the
beginning of the carrier phrase [ 'fonakse dinda] ‘s/he shouted
loudly’. Five female students at their mid-twentiasth standard Athenian
Greek pronunciation, produced the speech materia mormal tempo in

focus and out of focus context in a sound-treatedic at Athens University
Phonetics laboratory. The speech material was sedlywith Praat

programme and segment duration results were sebjett statistical

processing with SPSS statistical package.

Table 1. Test words in nominative and accusativh lgiical stress
assignment in antepenultimate and penultimatelsgllaespectively.

Nominative singular Accusative plural Gloss
‘erpetos eneetus Inserted
‘'nefelos nédelus Nefelos (name)
Results

The results are shown in figures 1-3. In accordawmdd a three-way
ANOVA (syllable type x lexical stress x focus), lsylle type and lexical
stress have significant effects on both onset cwarstoand vowel nucleus
durations whereas focus has no significant effacimy syllable constituent.

Figure 1 shows mean durations of syllable typesua# well as syllable
constituents as a function of open vs. closed lsigia The open syllable unit
is 187 ms (SD 52) and the closed syllable unit7@ fns (SD 45) and this
difference of 17 ms is significant (F=7.1, p<0.Q0Bhe onset consonant in
open syllable is 87 ms (SD 26) whereas the codaamant in closed
syllable is 58 ms (SD 11), a significant differermfe29 ms (p<0.0001). The
nucleus vowel in open syllable is 100 ms (SD 32) ianclosed syllable 111
ms (SD 42), a non-significant difference of 11 ms.

Figure 2 shows mean durations of syllable typesuait well as syllable
constituents as a function of lexical stress apfibm. The stressed syllable
IS 211 ms (SD 41) and the unstressed syllable 1815SD 31), a significant
difference of 66 ms (F=94, p<0.0001). The onsetsonant in stressed
syllable is 101 ms (SD 23) and in unstressed dgllad ms (SD 20), a
significant difference of 30 ms (F=27, p<0.0001heTvowel nucleus in
stressed syllable is 131 ms (SD 28) and in ungdesglable 79 ms (SD 27),
a significant difference of 52 ms (F=100, p<0.000ke coda consonant in
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stressed syllable is 57 ms (SD 14) and in unstdesgé&able 59 ms (SD 7.5),
which is a non-significant difference of 2 ms.

Figure 3 shows mean durations of syllable constitias a function of
focus application. The effects of focus applicateoe in general negligible
and do not reach a significant level on eitherabf# unit or any onset,
nucleus or coda syllable constituent.

The results indicate significant interactions oflayle type x lexical
stress with reference to syllable unit (F=14.2,.p803) but not any other
syllable constituent.

In accordance with the above results, lexical stragplication has a
bigger temporal effect on syllable unit and/or algle constituents than
syllable type whereas focus application hardly dwag effect. The temporal
effect of lexical stress application, on the oth@nd, has a hierarchical effect
on different syllable constituents, i.e. nucleusveb>onset consonant>coda
consonant.

250 250
M [+open]

M [-open] 200 A

W [+stress]
W [-stress]

200 1

150 A 150 1

100 A 100 1

50 50 1

0
Syllable  Onset  Nucleus Coda Syllable  Onset  Nucleus Coda

Figure 1. Syllable unit as well asFigure 2. Syllable unit as well as
onset, nucleus and coda constitueonset, nucleus and coda constituent
durations (in ms) as a function ofiurations (in ms) as a function of
open ON (+open) vs. closed NC (stressed (+stress) vs. unstres
open) syllable structure. (-stress) syllables.

250
B [+focus] Figure 3. Syllable unit as well as

B [focus] onset, nucleus and coda constituent
durations (in ms) as a function of
focus (+focus) vs. out of focus (-
focus) context.

Syllable Onset Nucleus Coda
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Discussion and conclusions

This study is an investigation of temporal orgatisraof syllable structure,
l.e. VC vs. CV, as a function of lexical stress dadus applications. The
main results indicate the following: (1) CV syllabls longer than VC
syllable and this is due to the onset consonanpeh syllable rather than its
nucleus vowel. (2) onset consonant of CV syllaldelanger than coda
consonant of VC syllable. (3) lexical stress amilan has a lengthening
effect on onset consonant and nucleus vowel bubnatoda consonant. (4)
focus application has no temporal effect on aniabié constituent.

The results of the present study are hardly in@arwe with most studies
in syllable structure and duration correlates. Magbortantly, there is no
evidence of the open syllabicity lengthening effe€tnucleus vowel, as
suggested by Maddieson (1985) and others (sed-argetani, Kori 1986,
McCrary 2004). On the other hand, similar to theeropsyllabicity
lengthening effect is evident in another study (Ghaet al. 2017, this
volume). However, in the latter study, there wadiierence speech
material, i.e. CV vs. CVC, and hence different aylé structure.
Furthermore, there was a compensatory lenthenifiectefaccording to
which longer nucleus vowel entailed shorter onseisonant. Its seems that
the temporal organisation of syllable is the resifilimany factors among
which the open syllable lengthenis effect is onemgrthem.
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Abstract

Research on the sensory entrainment of neurallatsmils provides a novel way of
understanding how the brain processes spoken lgeguwathout postulates of
interim linguistic units. Several reports have shothat oscillations in the theta
range (3-10 Hz) are entrained by syllable-size rnatthns in the energy envelope of
speech. This entrainment has recently been showpraeide sensory frames in
processing feature-related cues. A similar pergpedias been applied to delta
waves (< 3 Hz). Thus, it is suggested that deltaagrs to long (“sentence”-size)
energy contours, and this would provide proces$iages involved in utterance
comprehension. The present paper adopts a differemvpoint based on our
previous work showing that delta-size perceptuain&s in speech relate to an on-
line sensory memory of sequential information. Wéed electro-encephalography
(EEG) to monitor listenersn€l8) on-line responses to utterance stimuli with
controlled patterns of energy, pitch, and temponakks. Measures of inter-trial
phase coherence in neural oscillations show théta dspecifically entrains to
temporal chunks in the stimuli. This supports awtbat delta is not entrained by
sentence-size patterns but by perceptual chunkshwhiovide sensory frames in
processing incoming sequential information in hespeech.

Key words: neural oscillations, entrainment, pptaal chunking, sensory memory

Introduction — The role of neural entrainment

Experimentalists who refer to linguistics in eladtimg tests with speech
stimuli are incessantly confronted to the probldmttunits of linguistic
analyses do not directly reflect in signals. Sefjgaletter-like “phonemes”
are not observed in speech acoustics or physiologgy also acknowledged,
that there are no operational definitions of “wdrasd “sentences” -- except
by reference to spaces in text (e.g. Haspelmathl)2@nda fortiori there
are no consistent marks for dividing such unitsosgr contexts and
languages. Finally, to this day, one finds no ewidein neurosciences that
supports a processing of utterances in terms oétakeical combinations of
phonemes, words, and sentences, as theorizednmalftinguistics (Ingram,
2007). On this problem of directly linking brainggesses to speech signals,
research on neural entrainment provides a new @elisp.
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In particular, studies have shown that neural agwhs in the theta range
(3-10 Hz) are entrained by syllable-size modulaionthe energy envelope
of continuous speech. This entrainment, often nredsim terms a “cerebro-
acoustic coherence”, creates theta-length sensandows which are
involved in processing “distinctive features” (elgio & Poeppel, 2012). To
illustrate how this functions, one can refer to penal indices in speech such
as voice onset time (VOT) and transitions, whicle awoice and place
features (e.g. /ta/-/da/, /ta/-/ka/), respectivélys known that these temporal
indices vary with speech rate in that VOTs and diteans shorten when
speaking at fast rates. Yet listeners correcthegatize sounds, basically
because the indices are perceived relative tolabdylframe. This is seen in
Fig. 1: absolute ms values of VOT vary with spegatie (panel A) but are
categorical when one measures VOT as a ratio vel#di syllable durations
(panel B). In fact, altering the perceptual franfesyllable cycles, without
modifying VOT, can influence categorization (BoucHz002).

1007 A 0407 B
| [t -,

807 DU 0.301

VOT (ms)
VOT ratio

100 200 300 400 500 " 100 200 300 400 500

syllable duration (ms)

Figure 1. Variations of VOT across speech rateabfelute VOTs; B-
relative VOTSs. A category boundary supporting didiions is given by B.

A recent brain-imaging study has illustrated tHfea in terms of neural
entrainment. Thus, te@everand Sack (2015) showed that entraining theta
oscillations on varying syllable durations canuefhce the categorization of
transitions. In short, indices that cue classicgditdre distinctions are
processed in terms ofsensory framehat links directly to theta waves, and
there is no need in this approach to postulateimtanits of representation
like phonemes or groups of consonants and vowels.

As for longer frames, some research suggests tnatgg envelopes
variably related to prosodic groups or “sentenaemi provide processing
frames that bear on utterance “comprehension”,(@grk et al. 2015). In
these reports, however, cerebro-acoustic coheremae measured by
reference to energy contours of continuous spe&@insequently, the
contours could reflect a number of structures ieesp. In our approach, we
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used utterance stimuli with narrowly controlledchitintensity, and temporal
patterns so as to identify the effects of givemnicttires on brain responses.
We found that an on-line perceptual chunking ogsrapecifically in terms
of temporal groups, and presents effects on theosgrmemory of heard
items in utterancesyhether these contain meaningful or incompreheasibl
syllables(Gilbert et al, 2014, 2015). Hence, the percepthainking did not
relate to utterance comprehension per se, but neemory processing of
incoming sequential information. Moreover, in examg listeners’ average
brain responses to the stimuli, group-related pkgitles appeared that could
match oscillations in the delta range — as illusttan Fig. 2. In order to
verify whether such patterns in EEG reflected theagnment of delta, we
performed the present experiment.

Temporal Groups (TGs)

A 4 N
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Figure 2. Listeners’ ERP$+£20) at electrode Cz follow temporal groups in
utterances (50 trials per condition), regardlesstodther intonation contours
reset on the third (green) or seventh (blue) sidléioom Gilbert et al. 2015)

Method and results -- Delta entrainment

Eighteen listeners heard utterances containinglaedamporal groups at
periods of 685 ms (1.46 Hz), with narrowly contedllintonation and energy
envelopes. Stimuli construction and EEG recordiras what of previous
studies of Gilbert et al (2014, 2015). In the asa; however, we calculated
the inter-trial phase coherence (ITPC) using EEGL(BBlorme & Makeig,
2004), which measures how brain oscillations aligth the heard stimuli at
different frequencies. Fig. 3 presents a time-fezapy plot of ITPC. One can
see delta-range oscillations at about 1.5 Hz eticihile participants heard
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utterances with regular temporal groups of 1.46 iHence the delta-range
response was specifically evoked by the perioditif temporal groups.

ITPC

Figure 3. Time-frequency plot of Inter-

trial phase coherenc (ITPC) at
o« electrode FC4 while listeners (n=18)
heard utterances containing regular
” temporal groups of 1.46 ms. Peaks in
., ITPC are in the range of delta
oscillations. Utterances were controlled
o« for pitch and presented similar energy
enveloppes as in Gilbert et al. (2014,

~1500 1000 —500 0 500 1000 1500 2015)

time (ms)
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Discussion and prospective

The above entrainment was also observed with mgkasis series of
syllables and, consequently is not involved in esec¢ comprehension, as
suggested by Park et al. (2015). However, delteagment was especially
clear at fronto-central sites, and this, in confiorc with earlier findings,
suggests that delta oscillations may relate togmual chunks involved in
processing sequential sensorimotor informationthfemranalyses comparing
listeners’ responses to speech and non-speeckemlé to confirm whether
delta entrainments bears specifically on a prongssi sensorimotor aspects
as opposed to a processing of acoustic information.
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Abstract

The present experimental study examines syllabbstitaent durations as a function
of syllable structure, lexical stress and focus.abitordance with a production

experiment, the results indicate that both syllatiteicture and lexical stress have
significant effects on syllable constituent duratidout not focus. Syllable structure
has a compensatory temporal effect, according tichvbpen syllables have longer
nucleus vowels but shorter onset consonants in adegn to closed syllables.

Lexical stress has a lengthening effect on allaty constituents, in the order
nucleus vowel > onset consonant > coda consonargetGzonsonants and nucleus
vowels showed significant interactions betweenaty# type and lexical stress,
which indicates extensive variability of segmentradion in accordance with

prosodic structure and prosodic context of spoktsrances.

Key words: consonant, vowel duration, syllablepperal production, Greek

Introduction

The present study is an experimental investigatiosegment durations as a
function of open vs. closed syllable structure adl ws lexical stress and
focus.

Research on different languages has concentratedoael nucleus
duration, suggesting that vowels in open syllaldatext are longer than
respective vowels in closed syllable context (Maddn 1985). The vowel
lengthening effect of open syllabicity has even rbgehonologised in
Swedish, where open syllables have phonologicaf) lsawels whereas
closed syllables have phonological short vowelss Tpen syllable vowel
lengthening effect, either phonological or phonatitnains an open issue as
results from different studies have been fairlytooversial (McCrary 2004).

In this study, in addition to the open vs. closedlable temporal
variability of vowel nucleus, considerable attentis paid to each and every
syllable constituent, including syllable onset ottbopen and closed syllable
contexts as well as syllable coda in closed sydlaointexts. Another aspect,
which has hardly drawn particular attention in thiernational literature, is
the effect of variable prosodic conditions, patacly lexical stress and
focus, on each syllable constituent.
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Experimental methodology

The speech material consists of four test words: itwnominative singular
and two in accusative plural with lexical stresghat antepenultimate and
penultimate, respectively (Table 1). The test wongse produced at the
context of the carrier phraséfdnakse _ din#a] ‘s/lhe shouted
loudly’. Five female speakers at their early twestiwith standard Athenian
Greek pronunciation, produced the speech materia mormal tempo in
focus and out of focus contexts in a sound-treatdlio at Athens
University Phonetics laboratory. The speech mdterés analysed with the
Praat programme and the results of segment duratiggsurements were
subjected to statistical processing with SPSSssizdi package.

Table 1. Test words in nominative and accusativh lgiical stress
assignment in antepenultimate and penultimatelsgllaespectively.

Nominative singular Accusative plural Gloss
'sineetos sineetus Synthetic
'sisomos ssomus Whole
Results

The results are shown in figures 1-3. In accordamvite a three-way Anova
(syllable type x lexical stress x focus), syllablpe and lexical stress have
significant effects on both onset consonant andelomucleus durations
whereas focus has no significant effect on anyabigl constituent.

Figure 1 shows mean durations of syllable type thimesits. Onset
consonant in open syllables is 89 ms (SD 20) arddsed syllables 97 ms
and this difference of 8 ms is significant (F=4050.03). Nucleus vowel in
open syllable is 76 ms (SD 22) and in closed sldlaib ms and this
difference of 22 ms is also significant (F=30, ®B{m1).

Figure 2 shows mean durations of syllable constitias a function of
lexical stress application. Stressed syllables 208 ms (SD 30) and
unstressed syllables 147 ms, a significant diffeeenf 72 ms (F=129,
p<0.0001). Onset consonants in stressed syllabnles187 ms and in
unstressed syllables 79 ms, a significant diffeeered 28 ms (F=97,
p<0.0001). Vowel nucleus in stressed syllables82rens and in unstressed
syllables 47 ms, a significant difference of 35 (Rs133, p<0.0001. Coda
consonants in stressed syllables are 57 ms anasinegsed syllables 47 ms,
a significant difference of 10 ms (F=11, p<0.01).

Figure 3 shows mean durations of syllable constitias a function of
focus application. Although syllables and syllabtstituents in focus are
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slightly longer than respective syllables and $j#aconstituents out of
focus, any duration differences do not reach sicgnifce level.

The results indicate significant interactions ofladyle type x lexical
stress with reference to onset consonant (F=4.Q,0d¥ but not any other
syllable constituent.

250 250
B [+open] o H [+stress]
r ]

200 1 [0 [-open] 200 1— [0 [-stress]
150 150 1/}
100 - 100 1

%mgﬂ B EWEWH

0 ‘ + + 0 : + +
Syllable Onset Nucleus Coda Syllable Onset Nucleus Coda

Figure 1. Onset, nucleus and codgigure 2. Syllable, onset, nucleus and
syllable constituent durations (incoda constituent durations (in ms) as
ms) as a function of open (+openq function of stressed (+stress) vs.
vs. closed (-open) syllable type. unstressed (-stress) syllables.

250
O [+focus]

200 [0 [focus] .
Figure 3. Syllable as well as onset,

150 nucleus and coda constituent

100 durations (in ms) as a function of
50- @“
0

focus (+focus) vs. out of focu
Syll;’alble Onset Nucleus Coda

1]

1]

‘ | (-focus) context.

Discussion and conclusions

The present study has produced new findings as ageltorroboration of

earlier results. The new findings are related {otlie onset consonant and
nucleus vowel compensatory duration tendencies, dpen and closed

syllabicity implies onset consonant and nucleuselawirror-image duration

pattern and (2) the variability of lexical streesdthening effects according
to syllable structure constituency, i.e. vowel ug > onset consonant >
coda consonant. On the other hand, the lengtheafiegt of lexical stress

application on onset consonant and vowel nucleusedisas the absence of
any lengthening effect of focus application on agifable constituent have
been corroborated (Botinis 1989, Fourakis, Botikatsaiti 1999).
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A widely discussed phonetic correlate of syllabileicture is duration
variability, according to which open and closedliayles show respective
tendencies of increased and decreased vowel dusafidaddieson1985). In
Swedish, vowel length is claimed to be distinctiue,accordance with a
rhyme VC complementary distribution. Thus, shonvets (V) are followed
by long (geminate) consonants or consonant clu¢@ty and long vowels
(V:) are followed by short (singleton) consonari$, (wvhich results to VC.C
vs. V..C (VV.C) syllable structures, e.g. “vil:aVilla) “vi:la” (rest). In
Italian, on the other hand, consonant length iengd to be distinctive and a
question is thus raised in respect to the precedingel length (Bertinetto
2004, Farnetani and Kori 1986). Several studiesrtem vowel lengthening
as a function of open syllabicity, e.g. “ca:ne” gilcand vowel shortening as
a function of close syllabicity, e.g. “car.ne” (nedFarnetani and Kori
1986). On the other hand, Farnetani and Kori (19&)ort consonant
lengthening at coda position, which is in completagn distribution with
vowel duration.

Regardless the phonological status of consonantgowels and their
respective duration correlates in Italian and SslediGreek has no
consonant or vowel length distinctions and any akility of segment
durations is phonetic at segment level. On therdtl@d, as the results of
the present study imply, segment durations refldifterent syllable
constituents, which are phonological rather thaongiic at syllable level.
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Abstract

The goal of this paper is twofold. Firstly to exoGreek language instructors’
beliefs about the place of figurative language drefgn language pedagogy and
secondly to examine their beliefs about metaphaching. It is widely accepted that
language instructors bring to the classroom varigew/s about all aspects of their
work. In L2 instruction, vocabulary is an importacdmponent of a learner’s
communicative competence. Within vocabulary, metawareness contributes to
native-like fluency. Given the pervasiveness of apbbr in ordinary
communication, we designed a small-scale study tdero to survey Greek
instructors’ beliefs about its place in Greek aslLa&ninstruction. Our results are
mixed. Pedagogical implications are discussed.

Key words: Greek as an L2, instructors’ beliefs;atoulary, metaphor teaching

Introduction

Over the past two decades, research has focuste atudy of L2 teachers’
beliefs (Niu & Andrews 2012). Language instructbreg to the classroom
certain views about all aspects of their work. Enbsliefs have to do with
knowledge, their students, their discipline andringional methods (Levin
2015). Teachers’ beliefs are not static, but dycambntext-related and
shifting (Johnson 2009).

The major tenor of teacher beliefs’ studies isteslao the teaching of
grammar, reading and writing (Borg 2006) with riedely few studies
investigating L2 vocabulary and teachers’ belieRogsiter, Abbott &
Kushnir 2016). L2 vocabulary is deemed to be anoitgmt component of a
learner's communicative competence (Read 2004).hiwitvocabulary,
metaphor comprehension and production contributeative-like fluency
(MacLennan 1994).

Given the above, we conducted a small-scale expetinn order to
investigate on the one hand Greek language insisicbeliefs about the
place of figurative language in L2 instruction aowl the other hand their
beliefs regarding the teaching of metaphor.
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Method

Research questions
Two research questions guided our study:

What are Greek language instructors’ beliefs aliggurative language
(focus on metaphor)?

To what extent are Greek language instructors’ebelabout figurative
language consistent with their teaching practices?

Participants

The sample of our study consisted of a total 06Gt8ek language instructors
who came from private and public Greek languageetstin the greater area
of Athens and taught at various CEFR (Common Ewogéramework of
Reference for Languages) levels. More specificdlgf them taught at A2,
3 at B1, 4 at B2 and the remaining 2 at C2 levegdding our participants’
sex, 5 were males and 8 females. Their mid age 28a3 years old. In
addition, 10 of them were holders of an MA eitheLinguistics (Applied or
Theoretical) or Education.

Instrument

The metacognitive approach (with a focus on the cogpaitive aspect of
language learning) was followed to elicit our papants’ beliefs. Within
this approach, data are gathered through self tefidarselos 2003).

Procedure

Our participants were asked to express their thisughwritten form with
regard to the above mentioned (research) questanghis assignment they
were given 45 minutes. Upon completion, the essays gathered and their
wording was analyzed in order to identify the bagsitterns regarding the
two research questions.

Results

Our results are mixed. On the one hand, our ppaits believe that
figurative language is closely related to L2 comepee (research question
1). On the other hand, almost none of them taugttbphorical meanings
and strategies of how Greek learners should dethl wiknown figurative
vocabulary (Research question 2). In particulal, ofl our participants
(100%) wrote that figurative is an essential congutrof L2 communicative
competence. However, only 4 of them had incorpdréiurative language
into their syllabus (30%). It is worth mentioningat those 4 instructors
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taught at B2 (2 instructors) (15%) and C2 (2 ingdts) (15%) levels
respectively.

Discussion

Our mixed findings can be attributed to certairidisland teaching practices
in use in Greece with regard to figurative languageditionally, figurative
language lies at the periphery of L2 teaching (fbary 2002).
Nevertheless, recent studies have demonstratedigiuastive language is
ubiquitous in everyday communication and that ifqgrens key functions in
discourse (Semino 2008). Therefore, the abilityuse figurative language
appropriately can enhance a learners’ overall comicative competence
(Littlemore & Low 2006). Under this perspective ttlémore, Krennmayr,
Turner & Turner (2014) suggest that learners’ faangation with figurative
language should start at CEFR A2 level onwards.

In Greece, the curriculum designed by the Centrehfe Greek Language
(Gr.KET) (i.e. the official state organization for the \Wbwide certification
for the knowledge of the Greek languagay{wvonodrov, Boywatlidov &
Toayyaridng 2013) suggests that instructors should raise tlegirners’
awareness of figurative language at C2 level. Iditewh and based on
empirical data, few textbooks (especially at lov@#FR levels) introduce
figurative language to Greek learners. Hence, iowlirfgs are not surprising.
Our participants’ beliefs are in line with thosepoeted in literature (e.g.
Kalyuga & Kalyuga 2008) regarding the beneficiahcibution of figurative
language in L2 vocabulary teaching. On the othedharesent curriculum
of Greek as an L2 does not offer learners the dppity to realize the
systematic nature of figurative language.

In light of the above, it is essential for curricod designers to introduce
figurative language from early on, taking into ddesation the various
functions it serves at different CEFR levels (cfttiemore et al. 2014).
Additionally, Greek language instructors should seaitheir learners’
awareness of the pervasiveness of figurative laygguihirough various
activities based on authentic material. This tegh@ihas been proven to be
beneficial for expanding learners’ vocabulary gizg. Boers 2004). Finally,
specialized seminars should take place so as ttidame Greek language
instructors with the place and functions of figiwatlanguage and to
revitalize instructional methods.

Conclusions

To sum up, the results of our survey reveal a msigghtion regarding our
research questions. On the one hand, it is accéipatdigurative language
plays an important role in L2 instruction and oe tither hand its teaching
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has not yet received its proper place in Greeknads2anstruction. In light of
these findings certain teaching implications asedésed.
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Abstract

Adapting one’s production of prosodic cues to aosdcor non-dominant language
can be difficult. The present study focuses on &menglish bilinguals’ ability to
adapt their prosody to coordinate phrase-final tleeging and lexical stress.
Because French has no lexically-coded prosody,ighirbe difficult for French-
dominant speakers to simultaneously control lexécad phrasal prosodic cues. Our
preliminary results demonstrate that not only tpeaker's L1, but the relative
dominance of one language over another can pregiedkers’ ability to adapt
prosody to the specific demands of different lamgsa at least with respect to
controlling syllable duration. These findings aneline with recent results showing
that native French listeners do not process lexatedss automatically, instead
relying on alternative perceptual mechanisms.

Key words: Bilingualism, L2 prosody, stress, leregting, language dominance.

Object of study

Adapting one’s production of prosodic cues to aoedcor non-dominant
language can be difficult and may lead to a peszkforeign accent or even
render speech hard to interpret. The present saaiyses on French-English
bilingual speakers’ (FEs) ability to adapt theiogwdy to coordinate phrase-
final lengthening and lexical stress. Because Frdras no lexically-coded
prosody, it might be difficult for French-dominanspeakers to
simultaneously control lexical and phrasal prosamies. The goal of our
study is to examine how FEs with different pattesh$anguage dominance
use duration to mark lexical and phrasal prosodyriglish and French.

Methodology

Participants

Nineteen healthy FEs were recruited from the Matte¥ea. Information
about participants’ first and second languages dhdl L2) and language
learning history was gathered through questionegiend an index of
language dominance was obtained by comparing thgdigenand French
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scores on an adapted sentence recall subtest dlihieal Evaluation of
Language Fundamentals 4 (Semel, et al., 2003).

Stimuli

The task involved sentence pairs containing theesamo-syllable string
presented either as two monosyllabic words seghiate phrasal boundary
(e.g. Englishif you want akey, we can duplicate oneFrench:Le vendeur
d’or loge a I'hétel) or as one bisyllabic word preceding a phrasahidary
(e.g. English:If you want akiwi, | can buy one tomorrowkrench: Le
vendeur dhorloge vit a I'hétel). Thirty sentence pairs were created in each
language (English and French).

Procedures

Sentences (pseudorandomized but blocked by lanpuage presented on a
computer screen, and participants were instruatetad them aloud in a
neutral tone. Trials with disfluencies, pauses,povduction errors were
discarded, along with the matching sentence ipte

Analysis

To control for speech rate variability, relative ralion measures were
computed by comparing the duration of each syllaiflehe two-syllable
string (S1 e.g.: [ki] and S2 e.qg.: [wi]) to the dtion of the entire ambiguous
region (S1+S2, see Figure 1 for a schematic reptasen of the
measurements). Using these values, we calculategbyammetry score by
subtracting the relative duration of S1 from théatree duration of S2
(henceforth “S2-S1 asymmetry”). A positive S2-Slynasetry score
indicates that the second syllable was relativehgér than the first syllable,
and vice versa. All statistical analyses were pearéa usingGeneralized
Linear Mixed Effectsnodels(Baayen, et al., 2008; implemented in bme4
package (Bates, et al., 2014), version 1.1-R (R Dev. CoreTeam, 2010),
version 3.1.3).

Significance levels were obtained using tHmerTest package
(Kuznetsova, et al., 2015), version 2.0-29. Thigshoeé was chosen over
traditional statistical analyses because it takés account subject-related
variability, which represents a great advantage nwwerking with small
numbers of participants. Models were fitted wstibjectsandsentence pairs
as random effects (with random intercepts) Emgjuage produce@English
or French)humber of words in the ambiguous regi{one bisyllabic word —
i.e. kiwi —, or two monosyllabic words — i.&ey, w¢ and participant’s
language dominance index as fixed factors.
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51 [ki] 52 [wi] 51 [dok] 52 [123]
) §1+52 : ) S1+52 }
[kiwi] [doslo3]
English example French example

Figure 1. Two examples of S2-S1 asymmetry calmmatLeft panel

represents an English example with a negative Sas§ymmetry score,
where S2 is shorter than S1, whereas the rightl papeesents a French
example with a positive S2-S1 asymmetry, wheres3@riger than S1.

Results

Statistical models revealed a significant three-ivdgraction among target
language (English vs French), number of words énambiguous region (1
bisyllabic vs 2 monosyllabic words), and particifsaianguage dominance
index in predicting S2-S1 asymmetrigs ¢ -0.07112 SE =0.025, t = -
2.824, p < 0.01] (see Fig. 2). Interestingly, tlatgrn of S2-S1 asymmetries
remained stable across speakers in French trialswias modulated by
participants’ language dominance index for Engtrgds. English-dominant
and non-English-dominant speakers (balanced bititeguor French-
dominant) behaved differently from the English-doamt speakers when
speaking in English. In contrast to English-domingpeakers, non-English-
dominant speakers showed a smaller S2-S1 asymmiétinyn bisyllabic
word trials, such that S1 and S2 were approximagelyal in duration.

Language dominance — English dom. — Balanced

[ English trials \ French trials | Figure 2. Interaction

4 between the number of
words in the ambiguous

_ 02 ‘ region (x axis), language of
g - , N the trial (English — left
€ 00] piaiiuiiny \ panel, French — right panel)
s \ ‘ \ and estimated language
& ¥ S0 © | dominance (English
702 : dominant in green, balanced
bilinguals in purple). Fitted

04 i ke, we horloge ~“orloge data points and linear

: 5 ~ 2 regressions from the LME
Number of words in ambiguous region model.
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Similar results were obtained if the language damdae index is
replaced by the speaker’s self-reported Bk[-0.1252 SE =0.057, t = -
2.198, p < 0.03]. That is, only English L1 speakpastern with English
dominant speakers and manage to modulate the @umaftithe two syllables
in the bisyllabic word condition. Non-native Englispeakers and/or non-
English dominant speakers seem to have a diffiouk differentiating the
duration changes associated with lexical stress fiioe duration changes
associated with phrase final lengthening.

Conclusions

The preliminary results demonstrate that not ohly $gpeaker’s L1, but the
relative dominance of one language over another mradict speakers’
ability to adapt prosody to the specific demandglifferent languages, at
least with respect to controlling syllable duratidimese findings are in line
with results reported by Michelas et al. (2016pwimg that, unlike native
English listeners, native French listeners do naicgss lexical stress
automatically, instead relying on alternative pptaal mechanisms.
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Abstract

This paper deals with voice onset time (VOT) in thia®s German conversational
speech. It presents methods and results from & pi@uction study designed to
investigate which VOT values native speakers oftAars German typically produce
for realisations of /p, t, k/ and /b, d, g/. Pretary results from one female talker
show a lot of variability in VOT values for voiceke plosives. Furthermore, for the
bilabials and alveolars there is a considerable uamoof overlap between
phonologically voiced and voiceless plosives. Thigght suggest a tendency
towards merging these two categories in convensaligpeech.

Key words: acoustic phonetics, voice onset timestAan German, conversational
speech.

Introduction

Standard German exhibits a two-way phonemic contrasveen so-called
“voiced” (/b, d, g/) and “voiceless” (/p, t, k/)ogis. However, similar to
English, in word-initial position this phonemic doast is usually realised as
an aspiration contrast rather than a “true” voicingntrast. Hence,
phonetically we deal with different durations ofsfitve voice onset time
(VOT) — the time interval between the stop releasd the beginning of
quasi-periodicity in the speech signal (Lisker &raimson 1964). In doing
so, we distinguish between voiceless “lenis” stpih a short-lag VOT)

and voiceless aspirated “fortis” plosives (wittoad-lag VOT).

This is certainly true for the pronunciation of gdoby North German
speakers. However, for speakers of some (SouthemBties of German,
such as Austrian German, the situation might nosdelear. According to
the literature, these varieties may exhibit a redudegree of aspiration or
even show a total lack of it (Muhr 2001: 798-79%e¢h et al. 2009: 239).

In contrast to this claim, previous production s#sdfound statistically
significant differences between VOTs for word-iaitifortis and lenis
plosives in Standard Austrian German (Grassegg8é8,1Moosmiller &
Ringen 2004). While these studies dealt with regagkesh, the aim of the
current paper is to investigate VOT in conversati@peech. The main goal
is to figure out whether in Austrian German aspiratf voiceless stops is
restricted to careful speech or whether it occarshte same degree in
conversational speech.
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Methods

To investigate VOT in conversational speech, a pectdn study was
designed which involved an interactive picture-dibstg task.

The design of the task was based on the diapixigoh (e.g. Baker &
Hazan 2011), which was developed to elicit dialeghetween two talkers.
During the task, each talker is given one of twmaat identical pictures
containing a certain number of differences. Sideetalkers do not see the
picture of their partners, they have to verballgatibe them in order to spot
as many differences as possible. In the currenigdesne talker (A) is
assigned the role of the main describer, whileother talker’s (B) task is to
find and mark the differences.

Material

For the proposed study, four DIN A4 picture-duplefih various scenes
were designed. These scenes contained drawing8éotatget words, i.e.
German words with initial voiced or voiceless ples followed by either
the vowel /a/, /il or /ol. 97 items carried wordkiad stress, the rest did not. It
has to be noted that the number of words in eatdgosy was not balanced.
This limitation of the design was due to the resioin to words that could be
drawn as well as due to gaps in the lexicon.

Subjects

In order to be able to elicit conversational speguhirs of talkers are
recorded together. Talker A, who is the person whoscordings are
analysed, is asked to bring a friend or colleagoagato participate in the
picture-describing task. All subjects are nativeaders of Austrian German
with self-reported normal hearing and no speedargguage disorders.

Here, data from pilot recordings done with one flemialker (FO1), aged
56, are presented. This talker grew up in Graz,s#eond biggest city in
Austria, located in the South-East of the courfBlye speaks with an accent
close to standard Austrian German with hardly aaledtal features.

Recordings

Recordings were made under living-room conditions iquiet room at the
Department of Linguistics at the University of GraZwo lavalier
microphones and an external audio-interface weesl Us conduct two-
channel recordings at a sampling frequency of 484 and a quantization
level of 16 bit.
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Acoustic analysis

For data analysis the produced target words weneually segmented and
annotated in Praat (Boersma & Weenink 2017). VOTasuements were
taken from the onset of the burst to the first ¢gation of voicing in the
speech signal. For judging the position of the barsd the beginning of
voicing the waveform as well as the spectrograhefsignal were used.

Preliminary results

From the 166 target words talker FO1 produced 1881st Some of them
were uttered more than once, which yielded thd tatmber of 183 analysed
items for this talker. For general analysis, thee¢hvowel contexts and the
two stress contexts were collapsed together.

As can be seen in Figure 1, VOTs for word-inititdgives show a fair
amount of variability. Additionally, one can seeethendency for velar
plosives to have longer VOTs than bilabials or alses. This is in
accordance with the well-documented effect of plafearticulation on
aspiration and duration of VOT (Cho & Ladefoged 909
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Figure 1. Boxplots of VOT values of speaker FOlréalisations of /b/, /p/,
/d/, It/, Ig/ and /k/. The dark horizontal line d#p the median, the boxes the
interquartile range (IQR) and the whiskers the maiand maxima (within
1.5 x IQR). The circles depict outliers outsideld x IQR.
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Another observation was that — while realisatioh&pd, g/ and /p, t. k/
both showed positive VOT values (hence, voicing lagioiceless plosives
tended to exhibit longer positive VOTs than theiiced counterparts. This
is especially true for velars (see Figure 1).

However, for the bilabial and alveolar plosivesréheseems to be a
certain degree of overlap between the two voiciaggories. While there
were items in which initial /p/ and /t/ were proédcwith strongly positive
VOTs, there were also many items that were clesoty

Conclusion

Since data collection and analysis are currently shder their way,
definitive answers to the research question cagabbeen given. What is
striking, though, is the considerable amount ofarare of VOT values for
/p, t, k/ observed in this pilot data.

Crucially, for bilabials and alveolars there eveseras to be a certain
degree of occasional overlap between VOTs for ‘®dicand “voiceless”
plosives. While there is aspiration of a numbemafrd-initial plosives in
these pilot recordings, there is a lot of variatmncerning the degree of
aspiration. This might indeed suggest a tendeneyards occasionally
merging these two categories in Austrian Germawemational speech.
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Abstract

Posh accent in British English is associated wjtpar class. Previous research on
poshness has been centred on vocabulary, gramndaplamology, but little is
known about the phonetic properties. This studypas of a larger project, is an
attempt to connect posh accent with attractivenéssice through a common set of
dimensions originating from emotional prosody reskaUsing VocalTractLab and
Praat, we created stimuli varying in voice qualitgsality, formant shift ratio, pitch
shift and duration. Results of two separate peroepxperiments showed that only
voice quality and formant shift ratio functionedrsficantly. Breathy voice sounded
the most posh and attractive, and pressed voicée#st. Likewise, utterances with
the smallest formant shift ratio sounded the moshpand attractive.

Key words: poshness, attractiveness, voice quaditynant shift ratio

Introduction

Poshness, or posh accent, is a British notionahgrson sounds upper class
when speaking. Previous studies on poshness haneedeon vocabulary,
phonology and grammar (Ross 1954, 1970, Fox 2@g. is heard as posh
if s/he speaks clearly and uses correct grammacaertdin words. However,
there have also been anecdotal claims about plkopetperties associated
with a posh accent that have not yet been systeatigitstudied.

One language coach suggests that speaking fudheard in the mouth
and holding tight the lips make a person sound po&uTube 2015).
Another suggests speaking as slowly as possiblaTioe 2013). Yet a
third claims that posh people hold back their eortiin public (YouTube
2014), which implies that they also sound cold dethched. Finaly, there are
also claims that link nasality to posh accent (lderth988, Buuren 1988).

In this study, which is part of a larger projeda@let al in press), we
explore these ideas with a method developed falystg affective prosody
and vocal attractiveness (Xet al 2013). The method is based on the
hypothesis that emotions and attractiveness aie \mmtally encoded with
acoustic parameter that project a large or smallylgize to dominate or
appease the listener (Ohala 1984).
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Method

Stimuli

A short statementou are feeling mellowead by a 16-year-old Cambridge-
accented male speaker from the Intonational Vanatn English (IVIE)
corpus (Grabet al. 1998), was used as a template for articulatonghesis
using VocalTractLab (Birkholz 2013). Six base seo&s were created that
varied in voice quality (breathy, modal and pre}sewl nasality (-nasality
and +nasality). In the next step, these six bastesees were modified with
the PSOLA algorithm implemented in Praat (Boersri@l2} to generate a
total of 162 stimuli that differed as follows:

Formant shift ratios ranging from compressed toaeded spectrum (0.9,
1.0, 1.1), stimulating a lengthened or shortenazhMract.

Pitch shifts ranging from lowered to raised (-3,3),median pitch of the
utterance in semitones.

Duration ratios ranging from shortened to lengtle(@8, 1.0, 1.2) total
duration of the utterance.

Participants

Seventeen native English speakers (average ade:@females), who self-
reported to be able to tell a posh accent, tookipahe experiments in a lab
at the Department of Speech, Hearing and Phoneten&s, UCL and a
quiet study room in Scape Shoreditch, London.

Perception tasks

Two experiments were run in which subjects judged Iposh (experiment
1) and how attractive (experiment 2) each utterasuended on a 5-point
scale. There were 324 trials in each experimendllastimuli were heard
twice in random order. Each utterance was hearngamde in each trial.

Results

Repeated Measures ANOVAs showed main effects ofevagjuality and
formant shift ratio for both poshness [voice qya(E(2, 32) = 7.848p =
0.0017); formant shift ratio (F(2, 32) = 6.35f, = 0.0047) ] and
attractiveness [voice quality (F(2, 32) = 21.88% 0.0001); formant shift
ratio (F(2, 32) = 9.896p = 0.0005) ]. Student-Newman-Keuls tests showed
that breathy voice received significantly the higfhegcores for both poshness
and attractiveness. For the other voice qualifesssed was rated lower than
modal in both tasks although the difference in pesks was rather small.
Likewise, utterances with the largest formant shafio (1.1) sounded the
least posh and attractive. Although there was mmifstant difference
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between the smaller ratio (0.9) and the originaD)(1their average scores
showed a favour for the longer vocal tract (0.9bath tasks. There were
also marginal four-way interactions among voicelifjgjanasality, formant
shift ratio and duration for both poshness (F(8)£22.056p = 0.0449) and
attractiveness (F(8, 128) = 2.5657 0.0125), which are too complex and
subtle to interpret.

Apart from the above, there was also a margin@raation between
voice quality and nasality (F(2, 32) = 3.642x 0.0376) for poshness. For
attractiveness, there was a main effect of duraffei2, 32) = 3.67p =
0.0367), whereby the shorter durations (0.8 anyilia@l significantly higher
scores, and the 0.8 ratio had the highest meare.séatditionally, for
attractiveness, there were two-way interactionsveen nasality and pitch
shift (F(2, 32) = 5.646p = 0.0079), formant shift ratio and pitch shift 4f(
64) = 11.73,p < 0.0001) and formant shift ratio and duration4(F§4) =
2.964,p = 0.0261) as can be seen in Figure 1. Due todaskace, however,
these two-way interactions can not be further dised.
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Figure 1. Upper left: Normalized poshness scogea dunction of voice
quality & nasality; Rest of the plots: Normalizetfractiveness scores as a
function of nasality & pitch shift (upper rightjprimant shift ration & pitch
shift (lower left) and formant shift ratio & durati (lower right).

Discussion and conclusion

The results of the two experiments are partiallynsistent with the
impressionistic accounts of posh accent in termsoofal connotations (but
not phonetic properties). That is, with a lengtltewecal tract that projects a
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large body size, it sounds dominant and authorgatjualities that happen
to be also associated with an attractive male vffeeet al 2013). On the
other hand, both poshness and attractiveness soeiated with a breathy
voice, which was found in attractive male as wslfemale voices (Xet al
2013). Posh accent is therefore kind of like amaetive male voice,
masculine but not aggressive. Contrary to the astesd nasality has no
main effects on either poshness or attractiveradd®ugh it is involved in
some interactions, which can be further explorefdiiare studies.
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Abstract

This study investigates the acquisition of L2 Eslgliadverb placement by L1
Russian and L1 Greek Cypriot speakers. It aimsind but whether structural
differences and similarities among English, Russiad Greek lead to facilitative or
negative syntactic transfer effect in L2 acquisitiof English. The results of the
grammaticality judgment task showed that there fadlitative transfer from L1
Russian into L2 English and negative transfer fidinCG into L2 English. It was
found that the participants had a better perforraame the adverbs of frequency
rather than on adverbs of manner. L2 proficiencg gears of L2 learning affect
adverb placement and the rate of cross-linguisflaénce.

Key words: adverb placement, word order, L2 EnglRissian, Cypriot Greek.

Introduction

This study investigates the acquisition of L2 Eslgladverb placement by
L1 Russian and L1 Greek Cypriot (CG) speakersnisdo find out whether
structural differences and similarities among EstgliRussian and Greek
lead to facilitative or negative syntactic transédfiect in L2 acquisition of
English.

According to Alexiadou and Anagnostopoulou (1998)e difference
between Greek and English can be explained by rsalg fixed adverb
positions and verb movement. Greek is a null stidgtguage, with V-
movement. Verb-adverb word order is licensed ine&réut not in English
or Russian, while adverb-verb word order is allowe&ussian and English
(Kallestinova and Slabakova, 2008; Mykhaylyk et &015), but not in
Greek or CG.

The unmarked position of frequency adverbs in Greelpost-verbal
(SVadvO), while pre-subject, sentence initial (AW is marked, but not
completely impossible. The grammatical positiom@nner adverbs is post-
object (SVOadv), whereas pre-subject position (AdDP is marked
(Alexiadou and Stavrakaki, 2005).

In English, the unmarked position of frequency adseis pre-verbal
(SadvVO), though post-object and pre-subject dosvad as well, while the
grammatical position of adverbs of manner is phgect (SVOadv), though
pre-verbal and pre-subject placement is also le@&nPost-verbal position,
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both for adverbs of manner and frequency, in tméeses with direct object
is ruled out.

The Generalized Inversion Hypothesis (Bailyn, 2084ygests that in
Russian SVO sentences adverbs of frequency andenamallowed in pre-
verbal position but not in post-verbal, though thter is not considered
fully ungrammatical and has degraded status (Kidlega and Slabakova,
2008).

This study is an attempt to look into the comple@cess of L2 English
acquisition of adverb placement by L1 Russian af dpeakers, whether
there is cross-linguistic interference on syntaxwasetics interface and
whether adverb (mis)placement depends on the tijpeh\erb, VP-internal
and VP-external, age, length of exposure to L2lanel of L2 proficiency.

Methodology

The participants of the study were 100 CG undergate students, 17-24
years old, 50 males and 50 females. The other gobthe participants were
25 L1 Russian learners of L2 English, 17-28 yedds 9 females and 6
males. The L2 English proficiency of the particif|amwvas measured by
IELTS test: listening, reading, writing and speakin

The grammaticality judgement task was implementglich had the
following conditions: (i) pre-subject position ofderb, sentence initial
position, allowed in English, Greek and Russian, both manner and
frequency adverbs; (ii) pre-verbal position of attvegrammatical in English
and Russian, for both manner and frequency advarasungrammatical in
Greek; (iii) post-verbal position of adverb, ungraatical in English and
Russian, for both manner and frequency adverbsubotarked in Greek
only for frequency adverbs; (iv) post-object pasitiof adverb, sentence
final position, allowed in English and Russian, footh manner and
frequency adverbs, but licensed only for adverbmafiner in Greek.

The participants had to rate the grammaticalitythef sentences, using
Likert scale from 1 (totally incorrect) to 5 (tdialcorrect). The task was
focused on adverb placement, but there were atmadior items on the use
of tenses and subject-auxilliary inversion. Theipgrants were tested on the
placement of adverbs of manner and frequency. Tinguiktic (socio-
economic) background questionnaires were used ks we

Results and discussion

The analysis of the data showed that for the fatdition, pre-subject
position of adverb, there is no difference betwBeissian and CG students.
Sentence initial position of adverb is allowed insBian and Greek. Both
groups of the participants had higher rating (mdan)the sentences with
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adverbs of frequency than adverbs of manner. Tbiddcsuggest that the
type of the adverb might affect the grammaticaglitggment of L2 English
sentences.

Regarding the second condition, it was found thatdian students scored
higher (mean rating scores of the grammaticalitggpoent task) in
comparison to CG students. This could be explaimggositive transfer
from L1 Russian and negative transfer from L1 C@&oAthe rating for the
adverbs of frequency were higher than for the dadwvef manner, for both
groups of the participants.

There was not revealed any difference between Russid CG students
with respect to the third condition, post-verbakigion of adverb. Both L1
Russian and L1 CG learners of L2 English scorecktdfer the adverbs of
frequency than for the adverbs of manner.

Concerning the fourth condition, Russian studentgesl higher for the
sentences with adverbs of manner and lower thans@@ents for the
sentences with adverbs of frequency. The performafthe participants on
this condition could be explained by positive tfeangrom L1 Russian and
L1 CG. The details are provided in Table 1.

Table 1. Grammaticality judgment task, adverb pieeet, mean scores.

Adverb position | Adverbs Russian students CG stisdent
Pre-subject Manner 2.67 2.65
Frequency 3.17 3.15
Pre-verbal Manner 3.95 3.27
Frequency 4.41 3.68
Post-verbal Manner 3.35 3.28
Frequency 3.03 3.01
Post-object Manner 4.07 3.67
Frequency 3.18 3.37

According to one-way ANOVA, years of exposure toEr2glish, years of
learning L2 English, is a statistically significafactor for pre-verbal
placement of frequency adverb&(24)= 34.778, p=.007)in the
grammaticality judgment task by Russian students.

IELTS scores, level of L2 English proficiency, istatistically significant
factor for pre-subject placement of manner advéf(89)= 3.666, p=.002)
and pre-subject placement of frequency advérj89)= 3.141, p=.007)n
the grammaticality judgment task by CG students.

According to paired samples t-test, there is aissizlly significant
difference between manner and frequency adverljgarsubject position
(t(99)= -5.663, p=.000) pre-verbal positior(t(99)= -2.730, p=.009) post-
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verbal position(t(99)= 2.577, p=.014)and post-object positiofit(99)=
2.708, p=.010)in the grammaticality judgment task by CG studeimspre-
subject positior(t(24)= -2.592, p=.032)pre-verbal positiorft(24)= -3.496,
p=.008) and post-object position(t(24)= 3.286, p=.011) in the
grammaticality judgment task by Russian students.

The results showed that with respect to the gramaidy judgment task
there is a facilitative transfer from L1 Russiatoih2 English and negative
transfer from L1 CG into L2 English. Overall, Ruasistudents performed
better than CG students.

It was found that L2 learners of English had adyepterformance with
respect to the adverbs of frequency than the adw@rimanner, which could
be the evidence that verb movement is sensitiveadeerb hierarchy:
frequency>manner (Cinque, 1999).

L2 proficiency, length of exposure to L2 Engliskeays of L2 learning,
affect adverb placement and the rate of cross-atigunfluence. L1 transfer
is more evident at the early rather than at theaaded stages of L2
acquisition.
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Substantial factors for decision-making in
syllabification in Russian

Galina Kedrova, Valentingolybasova
Lomonosov Moscow State University, Russian Fedamnati

Abstract

Present study investigates significant factors resse for decision-making in
syllabification in Russian. Words representing @asi types of actual phonotactic
constraints and regular phonetic processes in Rusgieech has been elected as
experimental dataset. Results of syllabificationpeskments reveal preferred
individual syllabification strategies, among the snatable should be mentioned
tendency for predominance of V-coda syllables o@etodas. Other influential
principles of syllabification are: 1) predominatiosf consonantal clusters in
syllable’s onset, 2) tendency to avoid syllablessisting of a single vowel, 3) a
kind of a glottal stop at the beginning of vowedidiculation at the word’'s onset.
Orthographic and phonetic transparency/opacity wbed has also been stated one
of the crucial factors for syllables boundariesamsonantal clusters.

Key words: Syllabification; Russian language, gexpk/phoneme misalignments.

Introduction

The role of syllable as core element in speech ymiboh has been
universally acknowledged in the phonetic scienceweler, results of
multiple syllabification experiments using eithdaragghtforward or very
sophisticated experimental procedures and techsigre rather ambiguous.
Therefore, despite all efforts to explain mechaignand principles of
syllabification in various languages productive /anderceptive role of a
syllable as fundamental linguistic notion is stilhclear and generally
admitted to raise intricate problems (Krakow 199@ne of the most
challenging is the problem of verification of sylification principles in
various languages (Goslin 2001).

Whereas at the very beginning of experimental rebeactivity in the
field most theories of syllable and syllabificatignocedures were based
mainly on the English language data, in the pastdaecades emerged more
experimental evidence for various world languadésst of them support
idea of syllable as language-dependent specialibtig segmentation unit
as well as minimal motor planning component of shearticulation.
Russian language data on syllables typology ardlsfitation behaviour in
Russian speech, which dates from early 1990s, usaddnt and diversified
(Bondarko 2000). However, main stumbling block df aoncepts of the
Russian syllabification strategies deals with dsdeda ‘syllabification
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boundaries problem’. While every Russian speakamimguously identifies
number of syllables in a Russian word (with veny fend very well known
exceptions), she/he regularly disaccords on initigasyllables boundary
within a word. Thus, following numerous experimémntata Zlatoustova put
forward a proposal on fundamental impossibility toatch syllable
boundaries in the Russian.

To distinguish languages of similar type from dyléacounting
languages, Kodzasov proposed a special term fdatiggiages with intrinsic
‘floating’ syllable boundaries: a ‘wave’ languageainiike ‘quantum’
language). While most experimental data evidennefvour of prevailing
type of the open syllable (CV) model in Russiannynénguists yet consider
idea of universality of the CV-model for the Russilanguage still a
challenging one. Therefore, the main purpose ofpitesent study was to
discern potential influence of phonetic processesansonant and vocalic
clusters in Russian speech on syllabification atyigls of speakers.

Experimental data and procedures

Our research differs from previous ones in apprdaatxperimental stimuli
phonetic parameters. Experimental stimuli datasetnposition was
composed of Russian words representing variousstygfe phonotactic
constraints and phonetic transformations occurnngussian speech (vowel
reduction, sonorisation / devocalization, regulassimilation patterns
occurring in consonantal clusters, dissimilatioatus, consonantal dropouts
and schwa insertion). The dataset was balancedrdicgoto degree of
orthographic and phonetic transparency/opacity ofward (mismatch
between spelling and pronunciation) while it hasrbalready demonstrated
that factor of transparents opaque orthography proved its validity for
experimental subjects’ behaviours in French (Ch2ti2).

The experimental set of word items comprised 653d&owvith 1.893
potential syllables equal to the number of vowedrelters (1.903 syllables
considering syllables with verified schwa inseripnThe dataset was
sequentially reorganized according to the principbd accrescent
pronunciation and reading complexity. All word itemvere split into 3 word
sets, each presented to experimental subject iseqoient sub-series during
one experimental session. Each series word setdfeced on proportion of
size and constitution of consonant clusters (Tahle
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Table 1: Experimental stimuli data parameters. beder data in Table 1:
N(w) — number of words; N(s) — number of syllable&;,— 2-component
consonantal clusters; N3 — 3-component consoneluisters; N4 — 4-
component consonantal clusters; N5 — 5-componerga@ntal clusters;
N(a) — phonetic transformations in consonant chgste

Series| N(w) N(s) N2 N3 N4 N5 N(a)
1 218 216 626 15 0 0 30
2 219 650 708 27 8 1 57
3 70 350 569 53 12 0 107

Subjects included 5 adult native speakers of Rns@damales and 1
female) of ages between 31 and 65 with variousegsibnal and educational
experiences. Three of the experimental subjecte wesfessional linguists
(2 of them phoneticians); one subject was mathemati and one a
physicist. A list of words split into three quasgjeml sub-lists (series) was
presented to experimental subjects on a computeesdo be syllabified
orally. After completing the main experimental task syllabification
subjects were asked to read experimental stimuinfthe screen as naturally
as possible and at own pace. All the speaking itieivhas been recorded
and later transcribed manually by the professiphaheticians.

Results

None of the experimental subjects posed any questiconcerning
experimental instruction, while the very idea ofyllable’ as word
constituent has been generally introduced in Rossi@mentary school
education. However, main results of segmentationtest words into
syllables by experimental subjects revealed conside discrepancies in
individual syllabification strategies and syllablesventory for every
speaker. Results of segmentation of experimentaldsvonto syllables
according to syllable codas (V/C) for every papit in all experimental
sessions are presented in Figure 1.

1hid bl

Session 1 Session 2 Session 3

Figure 1. V-codas (left cluster) and C-codas sidiab(right cluster) for
every subject in each session.
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Conclusions

Analysis of the results of recorded and transcribgderimental subjects
syllabification behaviours reveals personal prefees for V-coda syllables
vs C-coda syllable. Other influential principles ofllabification are:

predomination of consonantal clusters in syllabtaisetvs syllable’s codas;
tendency to avoid syllables consisting of a singtavel or syllables with
vowel onset; glottal stop at the beginning of vdwerticulation at the
word’s onset. These findings corroborate previoggorts on maximum
onset principle as a universal one for structuralifferent languages.
Hypothesis of pre-planning strategies underlyingecetion of oral

syllabification task depending on language writgygtem (Chetail 2006)
was also strongly supported by our results. Russiamrls without or with

minimum orthographic mismatch tend to be segmeiteal more uniform

manner, while dataset with less opaque spellingseduconsiderable
inconsistency within a subject’'s individual syllbétion behaviours
alongside with more homogeneous syllabification iglens in more

complicated cases for all subjects.
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Affricates and affricated consonants in
Aromanian spontaneous speech
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Abstract

This paper deals with affricates and affricatedsoorants in Aromanian, an Eastern
Romance language and member of the Balkan Spradhfure materials for the
study were obtained in Greece, FYRM, and Albante €urrent goal is to analyze
the processes that concern affricates in Aromasjmtaneous speech, the main of
which are the loss of stop phase in dental affegand the affrication of dental
stops before front-row vowels. Furthermore, we htipdetermine the reflection of
the speakers’ bilingualism in the phonetics ofitispieech.

Keywords: phonetics, affricates, dental consonagpgntaneous speech, Balkan
languages

Introduction

Aromanian spontaneous speech has practically resem the subject of a
separate study before, the only known exceptiomsgbeur own research
from previous years that have dealt with the to@¥mpnamosa 2015;
Kharlamova 2016). Spontaneous speech studies hastyrbeen conducted
using the data of more widespread languages sudinghlsh, German,
Russian, or French.

This paper is dedicated to affricates and affrdatensonants in the
spontaneous speech of Aromanians in Turia (Gre®&aegen (FYRM), and
Elbasan (Albania). The Turia materials were gatthere 2002 by an
expedition supported by Kleiner Balkansprachatlagegt (see Bara et al.
2005 for detailed description); the data from Ressen Elbasan was
obtained during our own expeditions in 2015 ande2@Epectively.

The goal at our current stage of research is tg analyze the phonetic
processes that affricates and affricated consonamdgrgo in Aromanian
spontaneous speech.

Affricates in Aromanian

Phonology of Aromanian is a very underdevelopedd figf study, with
practically all research done in that area conogrminly separate dialects,
many of which are vastly different from each othermatters such as
pronunciation of diphthongs, central vowels etds lusually acknowledged
that there are four affricates in Aromanian: [[gk], [t/], and i3] (Hapymos
2001). However, our analysis of spontaneous speasl provided
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occurrences of [t's’], [d'Z"], [c¢], andy]] (the latter two are most probably a
result of Albanian influence since they occur asrAkbanian dialects).

The two main processes that involve the affricatwemtory in
Aromanian spontaneous speech are the loss of istdpnital affricates and
the affrication of dental stops before front-rowvets.

Having transcribed our texts using Sound Forge &peech Analyzer,
we now seek to analyse these processes, mainfgdtas that cause them.

Phonetic factors

The loss of stop in affricates is quite widesprégablogically (Kimmel
2007: 376-409), to the point that it is often bed@ to be a regular stage of
affricate evolution. In our materials we have alleaseen, during our
previous stages of research, that the stop in beffteates is usually lost in
short and frequently used words suchi ashat’. Now our purpose is to find
out how it depends on phonetic surroundings anthehexeme’s origin.

Currently we can say that affricates in Romancede@xperience the
loss of stop more often than affricates in borrasinThe main reason for it,
as we believe, is the fact that most of the frequards containing dental
affricates are originally Romance. As for the phHeneurroundings, we
should say that an affricate is more likely to litsestop: a) before a central
vowel (such ag/asi ‘said’ pronounced as ¢§2’]) b) after [n] (such asnurni
‘mountains’ pronounced as [muns]) c¢) in the endtled word (multiple
examples of verb forms with an orthographia the end were pronounced
in our data with [s]).

As for the affrication of [t], it is limited and oars only before front-row
vowels ([i], [e], [ea], [y]). The evidence from owtata suggests that a
preceding hissing consonant might also serve atarfof the affrication
(such as|] in aromanestiAromanian’, pronounced as [arumelt's’]).

We are going to further analyze the phonetic camut of the loss of
stop and affrication, taking into considerationsigggmental factors such as
word stress and the consonant’s position in reidtat.

Extralinguistic factors

In addition to the phonetic factors listed aboves would also like to
mention some extralinguistic factors that, as wieebe, may influence the
pronunciation of affricates in different lexemes.

First, rare affricates [t and [d] mostly occur in loanwords, many of
which have Turkic origin (or get borrowed from Tiorklanguages via
Albanian). Numerous Turkic borrowings (for exampkami ‘mosque’),
first, are pronounced in practically the same wayall Balkan languages,
second, particularly in Aromanian, tend to belomgtimited semantic field
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(Islamic terminology, some terms of handicraft et€herefore, these words
don’t belong to the active vocabulary of most of mfiormants (Aromanians
are Orthodox Christians and therefore may avoidki€uvords for religious
reasons as well), and they are not involved in phionprocesses of
spontaneous speech as they are usually pronounasefully”, for example,
in response to a linguist’s phonetic questionnaire.

Second, we should also notice the status of thenAnsan language. It is
officially a national minority language only in FYR however, cultural
activity of Aromanians in Albania has also riserrétent years. In Greece,
many Aromanians identify themselves as the Greekistheir language as
Greek (more information on the problem of the Arameas’ national
identity can be found in Nedelkov 2009).

Our informants in Resen, FYRM, are the only fanmilyheir town to use
the language, and even they hardly use it spontesiheand mostly preserve
it as heritage. From our Albanian informants onlyedan elderly man)
speaks Aromanian fluently; the next generation ({vi® nieces) only
remembers some words. Only in Turia could trulynbilal Aromanians be
found, speaking both Aromanian and Greek from tbleildhood (Bara et al.
2005).

Therefore, a big part of our data consists of spuenusly read texts
rather than “truly spontaneous” speech. Althouglhas been noted that
spontaneous reading has the necessary level ofssmaty to be included in
spontaneous speech studiBsrfianosa-bermapsu u ap. 2013: 150), with a
language like Aromanian which is not often in conmmase we should
remember that phonetics of spontaneous readirgssslikely to have active
reduction and sound change processes that arectdréstic for the “truly
spontaneous speech”.

There is also the fact that Aromanian texts areallsuwritten in a
“literary” form® which is intended to be as purely Aromanian assiptes
while spoken Aromanian is the speech of bilingwald always experiences
the results of close language contact. The probbénthe Aromanians’
bilingualism is the subject of our future stepsre$earch, as well as the
question of whether a bilingual possesses a sipgtmetic system or a
separate one for each language.

Notes
1. There is no officially acknowledge literary ¢arsdard Aromanian.
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Abstract

Basque is a lexically stressed language whererpatie accented phrases have been
reported to change from region to region (Olan®&)0In order to better understand
1) the positioning of lexical stress in accent gbesm and 2) the prosodic
characteristics of stressed syllables in the indinaof prosodic structures, we
recorded 4 Basque native speakers form Alava, Ggazand Labourd on a
selection of sentences readings. Results showedida on Gipuzkoa Basque were
consistent with the contrast of melodic slope mo@déartin, 1975). The lexical
stress was found to be on the last syllable ofuhldexical item, and not just on its
stem. In a case study, we also evidenced a pogwmibmdic grammar of contours
for Gipuzkoa Basque.

Key words: Basque, prosodic structure, melodipeslo

Introduction

Basque has been described in detail since theckritury but mostly in the

syntactical and lexical domains. Phonetics studigke different varieties of

Basque started in the late 20’s with Gavel (1921 harrasquet (1928).
These studies were far away from nowadays’ expertiahgohonetics and

phonology, and mostly aimed at describing how phwswere pronounced
in different dialects. All studies made on Basquaedts reported a great
variation, sometimes even between two very geodggaf close regions of

the Basque country.

Most studies on prosody or accentuation in Basgnguages did use the
ToBI annotation system, pooling together phonetiaad phonological
prosodic cues and using a very restrictive sehdéxes for pitch height and
phrases boundaries. Already in 1729, Larramendihi&@ grammar of
Gipuzkoa Basque, evidenced a prosodic system manshantiated by a
stress located on the final syllable of the sterg. (o stress on the suffix).
Hualde (2004) confirmed that this pitch accent wakerent with modern
varieties of Gipuzkoa Basque.

To globally summarize the varieties of accentudtignas found in Basque
dialects, Michelena (1972, 1977, 2013) describeth##gories of Basque:
type 1 mostly spoken on the western side of theBasountry, have a tonal
pattern consisting of several high pitch syllablekowed by several low
pitch syllables forming tonal plateau. Types 2n8 4 have a primary accent
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on one syllable per stem with no possible acceaghclThese stress accent
types are mostly found in the East side of the Basgpuntry.

Methods

To investigate Basque accentuation and prosodyeweral dialects, we
designed sentences of increasing complexity (ssckatua jaten du - The
cat is eating --> Katu zuri beltza nere amonaren lorategian xagatgnjari
da. - The small black and white cat is eating miceny grandmother’s
garden.), so that by reading speakers would produce pigfenarosodic
structures congruent to these sentence syntaaiicistes. As speakers were
all bilingual French/Basque and mostly trilinguBagque/French/Spanish)
we gave them the sentences in French and askedtthéranslate it into
their native variety of Basque.

Our speakers were two females from Alava (Spaid)laabourd (France)
and two males from Gipuzkoa (Spain). Recordings ewarade in a
soundproof room with headset cardioid micropholés.then proceeded to
a syllabic annotation of each sentence. Fundaméetgliency curves were
annotated with WinPitch’s computer-assisted anmatdtinction. To ensure
better reliability in the annotation process, acsgram narrow band is
simultaneously displayed with the fundamental feswy curve using
exactly the same frequency scale.

Results on stress’ place

The examination of syllables’ duration and pitclowhd that lexical words
have their last syllable stressed. By last syllalbke mean the very last,
including the casual morpheme, and not just the dgkable of the word
stem (as opposed to Michelena, 1997).

At the utterance level this examination also shovaedexpansion of
duration and a progressive decrease of FO on tiee tast syllables of the
sentence when the said sentence was an assertios, When the verb is
final, the first syllable of its stem is accentedhnan increase of duration
and an increase of pitch, and its following sykebare lengthened and show
a progressive decrease of pitch.

The final slope CO starts on the last syllablehef ¥erb’s stem and spread
itself to the last syllable of the verb’s. For sames where there is a
continuation rise this rise happens on the twoslastlable of the lexical
word except if the word is disyllabic, in that cabe rise is on the last
syllable.

When there is a question mark the very last sydlaflthe sentence has a
rising slope. For some sentences where speak@iaybs evidence or doubt
we also observed a hat slope on the last syllabkheo sentence. For the
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sentences with focus, the focalization was realiaeda hat slope on two
syllables: a wide rise on the penultimate sylladote a falling slope on the
last.

A tentative prosodic grammar

To go beyond phonetic observations, we attemptedketch a limited
prosodic grammar based on observations made osiogke speaker native
from Gipuzkoa (Spain).

The basic assumption is that the sentence prosdicture organizes
accent phrases in a hierarchy which is instancedhbymelodic contours
located on stressed syllables. Instead of ToBl ltéaa@ets, we used the
following melodic contours to annotate stressethbigs.

CO terminal conclusive contour (assigned from patioa of the prosodic
end of the sentence).

Cc complex non-terminal contour, flat or slightlglling on the stressed
vowel, and rising above the glissando thresholdtio& final syllable,
combining both melodic movements if the final sl&ais stressed.

C1 rising non-terminal contour, above the glissatteshold (Rossi, 1971).
C2 falling non-terminal contour, above the glissattiteshold.

Cn neutralized rising, flat or falling contour, bel the glissando threshold.

Contrast of melodic slope, the case of assertions.

For assertions, the CO on the last syllable isaimstd by a falling slope, a
complex rising contour (Cc) is displayed on thejsdbphrase, and the
object phrase is displayed with a falling contdD2).

Contrast of melodic slope, the case of interrogate/sentences.

For interrogative sentences, we observed a patfecontours in which the
CO (conclusive final) is rising, the subject hagling contour (C2) and the
whole subject phrase has a complex rising cont@a)).(When there is a
subject and an object, the subject phrase hadigfabntour (C2) and the
object phrase is produced with a complex risingelo

Discussion

Our results are consistent with Larramendi’s figdinthat claimed that the
stress was located on the last syllable of wordsoBd stress position, the
contours and prosodic patterns we evidenced addtemsnew matter: we
assume that Cc we observed on subject phrases beuigtounded in the
influence of Spanish intonation more than Basquesquitic patterns (which
we also observed on two female speaker). As mosguga speaker are
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native bilingual or trilingual the influence of @hlanguages is a tricky path
to investigate.

We also observed that the hypothesis of assumegtwemce between the
prosodic and syntactic structures may not alwaysatie (especially when
the sentence becomes more complex). Inside evejgctolphrase we
observed that contours were either C2 or Cn: fstaimce, in the phrase
“katu zuri beltza” [tu] in “katu” is displayed witla C2 as well as [tza] in
“beltza”. We also noticed that kind of repetitiom contours for subject
phrases (where C2 are replaced by C1), howevedithisot appear on every
subject phrase. In longer phrases, many contours weutralized, giving
form to plateau between the first and the lasssté syllable of the phrase.
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Comparing syntactic development in adolescents’
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Abstract

The aim of this study was to investigate whetheslegtents reach the linguistic
level corresponding to their age and to compare thmtactic abilities in written
narrative and non narrative texts. The results slibwhat generally older
adolescents had better syntactic abilities comp&wesmaller ones. However, an
unexpected linguistic development was observetiarstmaller age group and in non
narrative texts, showing that the production of ptax texts may lead to unexpected
linguistic levels.

Key words: syntactic development, written textsyladcence

Introduction

Linguistic processes and syntactic skills continlee grow over the
adolescents’ yearsThe central focus of our study is adolescents with
“typical language development”, and this term refeo the language
someone learns under normal circumstances duringpeniod of eleven or
twelve and early adulthood (Andreou, Liakou, Gatamds 2017; Beers,
Nagy 2009, 2011; Nippold 2007; Paul 2001). Durimg period, adolescents
learn to read and write narrative and non narratesds among others.
Narrative texts are those that reflect mostly magieriences and humans’
actions. Non narrative texts focus on the developgnué arguments and
information without relying on narration (Georgakogpou, Goutsos 1999).
An important marker of later syntactic developmentlausal density (or
subordination index), which increases during thelestent years (Nippold,
Hesketh, Duthie, Mansfield, 2005). Clausal densgydefined as “the
average number of clauses (main and subordinate)lamit” and it is
measured by summing the total number of clausedeg@ndent and
subordinate) and dividing by the total number otinits produced in a
language sample (Scott 1988). The samples are ook T-units, defined
as an independent clause with any accompanyingrdinlate (dependent)
clauses (Hunt 1970).

Purpose of the study

Based on the above, the aim of this study was topeme adolescents’
ability to produce a number of T-units and clausegelation to their age,
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examining the differences between the two genrégerGthe difficulty of
non narrative texts, it was also predicted thahbgpbups would use more
clauses in narrative than in non narrative texts.

Method

Our research took place in public, urban high stshmoGreece. Our sample
consisted of two groups of 300 typically developedplescents (N=300).
The average age of the first group was 14.5 (N=dd&@/ adolescents) and
of the second group was 16.6 (N=150 late adolestent

The students were asked to write two differentsieahe narrative and one
non narrative on the topic of racism, following thetructions given, which
were the same for both groups of high-school stisdém total, we analyzed
600 written texts, half of them being narrative &adf non-narrative.

The Mann-Whitney U Test was used to detect posdiifferences in
written texts between early and late adolescentistia@ Wilcoxon Signed-
Rank Test was used to compare two sets of scotesée narratives and
non narratives texts that were written by the saaricipant. SPSS 15 was
used for our statistical analysis and Monte Camoutation methods were
used to obtain the p-value. When the p-value is than the significance
level a (a =0.05), the result is said to be siatiBy significant.

Results

The statistical analysis of Mann-Whitney (see taldlge2) revealed that there
Is a statistically significant difference in nonrraive texts between the two
groups of adolescents in the: a) total clausesxa§tand b) clausal density.

Table 1. Mean percentage of text T-units, textsdauand clausal density by
age group (Early vs Late adolescents) in narraéxes.

Type of Adolescentgotal T-units of TexfTotal Clauses of Textlausal
Density

Early adolescents | 7.4 22.0 3.2

Late adolescents 7.4 21.8 3.1

p-value 0.772 (NS) 0.689 (NS) 0.984 (NS)

Table 2. Mean percentage of text T-units, textsdauand clausal density by
age group (Early vs Late adolescents) in non-riger&xts.

Type of Adolescentotal T-units of Texfotal Clauses of Textlausal

density
Early adolescents | 7.3 21.8 3.2
Late adolescents 7.3 18.6 2.6

p-value 0.637 (NS) p=0.001 (S) p= 0.001 (S)
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The statistical analysis of Wilcoxon (see Figures&l12) showed a
statistically significant difference between theotyenres in the a) total
clauses of text of late adolescents and b) cladesadity of late adolescents.

T-units, clauses and clausal density of Early Adolescents

—0.921 (NS
25 p S)

20

15

10

p=0.568 (N'S)

=0.908 (NS

Total T-units of
text

Total clauses of
text

Clausal density

W Narrative

7.4

22

32

O Non Narrative

7.3

218

3.2

Figure 1. Mean proportion of T-units of text, totéuses of text and clausal
density in early adolescents’ texts (S: significN: non significant).

T-units, clauses and clausal density of Late Adolescents

p—0.826 (NS)

p=0.001 ()

p=0.001 (S)

Total T-units of
Text

Total clauses of
text

Clausal density

B Narrative

7.1

31

2.8

ONon Narrative

7.3

2,6

3,8

Figure 2. Mean proportion of T-units of text, totéuses of text and clausal
density in late adolescents’ texts (S: significiif; non significant).
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Conclusions — Discussion

The results showed great syntactic complexity imateve and non narrative
texts for all age groups. Early adolescents funetib at higher levels of
linguistic development than late adolescents reggrdll of the criteria. So,
our results showed that some students functiontmhat levels of language
development corresponding to their age, wherea®tleached an advanced
linguistic level with considerable syntactical #kil In addition, an
unexpectedly high syntactic development of the estnts in our sample
was observed, both in terms of age and the twastgpeexts examined.

So, syntactic complexity increases during adoleseemarked especially
by a growth in the use of clauses (Andreou, Liak&u@alantomos, 2017).
Generally, earlier studies revealed a complex syintdéhe areas of narrative
and non-narrative texts as well (Beers & Nagy, 2@ 1; Nippold, 2007;
Nippold et.al., 2005).
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An acoustic study of Mandarin rhotic suffix
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Abstract

In this study, | examine the effects of Mandarintit suffix on the quality of the
preceding vowels. Results from a comprehensive simoustudy including
monophthongs, diphthongs, and nasal codas showhaatotic suffix centralizes
the preceding vowels, and lowers their F3, acrbsshoard. In addition, /i/-final
diphthongs and /u/-final diphthongs show differefiects of the suffix. Also, adding
suffix deletes the alveolar nasal coda /n/, butthetvelar coday/.

Key words: Mandarin, rhotic suffix, acoustics, vewguality

Introduction

Mandarin rhotic suffixa/ (JL "child") is historically a diminutive marker. In
contemporary Mandarin, it lost its grammatical filme and became a
stylistic marker, which is often considered as atudee of Beijing dialect
(Duanmu 2007, Chao 1968) or the speech of Mandspeakers from
northern China(Lu 1995 . Previous studies on this suffix primarily focus o
its phonological behavior (e.g., Duanmu 2007, TZ297). According to
Duanmu (2007), Mandarin allows up to two segmemtsnie, and the rhotic
suffix adds to the coda position. When the steneaaly has two rime
segments (e.g., nasal coda or diphthong), thesé&ggnent of the stem differ
from [retroflex] is replaced by the rhotic (e.can/+/ri—~/dl; lail+Ir/—/d]).
Although the previous studies explain the phonaalgibehavior of this
suffix, they pay little attention to the phonetispacts of the rhotic suffix.
This study aims to provide a more comprehensivdyaisaon the acoustic
consequences of the rhotic suffix on the qualitytred preceding vowels,
including the stem syllables with a nasal coda diphthong, to which the
phonological analyses draw specific attention. Ty knowledge, Huang
(2010) is the only study that examines the acousiitsequences of rhotic
suffix on the preceding vowels, but it is limitedlpto monophthongs.

Methods

Participants and stimuli

Participants were 13 Mandarin native speakers (BEM#&ye range: 25-30),
11 of whom were from Shenyang (northern China) aricbom Hebei (near
Beijing). Shenyang speakers were recorded in at gqa@m in Shenyang,
with Edirol by Roland (R-09HR) recorder. Hebei dra were recorded in
Paris, in a sound-attenuated booth, using a nokel®®@, an external
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microphone (Audio Technica AE4100), and a preaneplifRoland Quad-
Capture). All participants speak English as thesddanguage. Three of the
participants, including the two who were teste®aris, have learned French
in the university. Another two have learned Japameshe university.

Stimuli were 78 Mandarin words, a half of which hd@ rhotic suffix
while the other half did not. The stimuli includd® possible rimes of
Mandarin /a, i, u, yx, ai, ai, au,au, an, 8, an, u/ preceded by an onset
consonant /t/, with the exception of /y/: /Il wased before /y/ because
Mandarin phonotactics does not allow /ty/. Threeetof Mandarin (T1, T2,
and T4) were included in the current study. Ton¢h8, low-dipping tone,
was excluded because it is usually realized witreaky voice (e.g., Belotel-
Grenié and Grenié 1994), which makes it not suitéinl formant analyses.

Participants were asked to produce each stimulua itarrier phrase
"wo214 ba214 __ xie214 hao214" {fvpall  ¢jxll xaull/ "I write
well."). The stimuli were repeated five times irmadom order.

Measurements

Formants (F1, F2, F3) were measured for each vofaal stimuli. First, the

vowels were segmented from the onset of F1, tooffeet of F2 (rimes

without the rhotic suffix and diphthongs with thaffsx), or to the onset of
F3 drop (monophthongs with the suffix). Then, fasmaphthongs, formants
were taken at the temporal midpoint of each vowele(and Lee 2001) by
hand. For diphthongs, formants were extracted atye®% point of the

duration of the vowel in Praat (Boersma and Wee0ik7).

Results

Monophthongs

Figure 1 shows the F1 and F2 of the monophthongs and without the
suffix. The vowel space reduced with the rhoticfigufStatistical results
from linear mixed effect models (predictors: suffi@ndition, tone, gender;
by-speaker random intercept) suggest that the atmiffix changed the
preceding vowel quality in terms of F1, F2, and FBst, F1 significantly
increased with suffix for the non-low vowels /i,yJx/ and decreased for the
low vowel /a/ ¢'s < 0.0001). Second, F2 became significantly highethe
back vowels /uy/ and lower for the front vowels /i, yp'é < 0.0001). The
effect of suffix on /a/’s F2 interacted with speakender: F2 increased for
males but decreased for females. This may be dietgender difference in
fal’s F2 without the suffix (see Figure 1, top dmttom left). Finally, the
suffix significantly decreased F3 for all the mohtmongs jp = 0.0005).
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Figure 1. F1 and F2 of females (top) and malestgbot with (right) and
without (left) suffix.
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Figure 2. Formant trajectories for /ai/ withoutftleand with the suffix
(right).

Diphthongs and nasal codas

All four diphthongs /aini, au, su/ show a decrease in F3 from early on.
When the suffix was added to the diphthongs endingi/ (/ai, si/), F2
decreased whereas F1 did not seem to change (Ryurde suffix did not
change F1 and F2 of the diphthongs ending ondul/4d/, Figure 3).

On the other hand, the alveolar nasal coda /ntetklehen the suffix was
added, and the preceding vowel /a/ changed justtlie monophthong /a/
(i.e., F1 decrease, F3 decrease). The velar nadal #f was retained, but
the rhotic suffix changed the preceding vowels,ntyabdy lowering their F3.
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Figure 3. Formant trajectories for /au/ withoutftjleand with the suffix
(right).
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Conclusions

In summary, the rhotic suffix centralizes the priieg vowels in terms of F1
and F2 while lowers their F3. This study finds ttie rhotic influenced all
the monophthongs, unlike Huang (2010). The cumestilts on diphthongs
and nasal codas provide acoustic evidence for theiqus phonological
studies (e.g., Duanmu 2007). Future study will &ninvestigate the
underlying reasons for different behaviors of ial and /u/-final

diphthongs and alveolar and velar nasal codas.

References

Belotel-Grenié, A., Grenié, M. 1994. Phonation ty@malysis in standard Chinese,
Proceedings of Spoken Language Processing pp. 88.3-3

Boersma, P., Weenink, D. 2017. Praat: doing phosidly computer.

Chao, Y.R. 1968. A Grammar of Spoken Chinese. Usitye of California Press.
Berkeley.

Duanmu, S. 2007. The Phonology of Standard Chir{@se Edition). Oxford
University Press.

Huang, T. 2010. Er-suffixation in Chinese monophtig phonological analysis and
phonetic data. Proceedings of the 18th Internati®@anference on Chinese
Linguistics (IACL-18). Vol 1, 331-344.

Lu, Y. 1995. Putonghua de Qingsheng he Erhua. mgijiChina: Shangwu
Yinshuguan.

Tian, J. 2007 An Optimality Theory analysis of dnuiive suffixation of Beijing
Chinese, Proc. 23rd Northwest Linguistics ConfeegeMictoria BC CDA.

Zee, E., Lee, W-S. 2001. An acoustical analysithefvowels in Beijing Mandarin.
(pp.643-646). Aalborg, Denmark: Proceedings of IIRBPEECH.



Verb argument structure effects on tense:
evidence from aphasia in Greek

Fani Nasika

School of Allied Health Professions, Canterburyi§&h€hurch University, UK
School of Health, Aegean College, Greece

Abstract

This paper aims to present the findings of a stadytense in Greek-speaking
individuals and whether it is affected by verb angunt structure. Research evidence
has shown that tense is impaired in aphasia but ofidse studies concerned testing
tense in isolation and not in dynamic contexts mnithteraction with other factors.
In this study, non-fluent and non-brain-damagedigipants were tested on a two-
choice sentence completion and a grammaticalitgjueht task. The results showed
a significant difference in tense performance betwthe two groups but no overall
significant effects of verb argument structure. leer, there was individual
variation within the non-fluent group which coulé explained by the severity of
aphasia, a processing or a tense deficit.

Key words: tense, verb argument structure, aphésiek

Theoretical Background

The aim of the present study was to examine vegbraent structure effects
on tense in individuals with aphasia who are alabva Greek speakers.
Aphasia is an acquired language disorder causeldrdiyn lesions in the
language-dominant hemisphere which is usually #&fe hemisphere. A
widely accepted aphasia classification system rijsishes two broad
aphasia categories: non-fluent and fluent aph&sagon 1967). Non-fluent
aphasia and, in particular, Broca’'s aphasia, isnsonty related to a verb
and tense deficit.

Tense is a grammatical feature and as such it dertbe time when an
action has occurred. In languages such as English Greek, tense is
expressed through affixation, by combining a suffith a verb stem. In
these languages, Tense can be either [+PAST] &STP. Tense has been
repeatedly found to be impaired in Broca’'s aphasian Kok et al. (2006),
who observed that tense inflection was impairedDutch agrammatic
individuals while similar diifuclties have been sho for Greek, too
(Tsapkini, Jarema & Kehayia 2000; Varlokosta e2@D6).

On the other hand, verb argument structure seemsffect verb
production and processing in aphasia. Verb argurskntture involves the
subject of the verb and its complements. More petgi a verb’'s argument
structure may involve one argument, two argumemtshoee arguments,
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which may be optional or obligatory. Moreover, gngument structure of
some verbs involves argument movement. These vddim the
unaccusative category which is distinct from thergative category.

Verb argument structure has been shown to be &memding factor in
aphasia. More precisely, verb argument structurepbexity has been
reported to affect verb processing in aphasia (isap al. 1987). Moreover,
it has been claimed that two-argument verbs aregssed faster than three-
argument verbs (Shapiro, Gordon, Hack & Killakey93p while three-
argument verbs seem more difficult to produce thao-argument verbs
(Thomspon et al. 1997). Unaccusative verbs alsonsewre difficult to
produce than unergative verbs (Thomspon 2003). preeent study, thus,
tested verb argument structure complexity effeats tense in Greek-
speaking individuals with aphasia. The main hyps¢iseclaimed that if verb
argument structure complexity affects verb produci&nd processing, then
it might also be involved in the tense deficit afseen in aphasia.

Methodology

Sample

The study examined two groups of participants: nividuals with non-
fluent aphasia and 2) non-brain-damaged individu@lse experimental
group included four participants with non-fluenthapia while the control
group included six Greek native speakers. The gpaints in the control
group had no neurological or sensory deficits. Pphdicipants in the non-
fluent group were diagnosed based on the Greekiatdized adaptation of
the Boston Diagnostic Aphasia Examination (Papatbian et al. 2004).

Material and procedure

The testing procedure included two tasks. The faisk was a two-choice
sentence completion task and the second one wasrargticality judgment
task. The verbs included in these tasks were seldoased on their high
frequency, familiarity, and imageability. The fittstsk consisted of 119 test
items. The participants were presented with sestemdich began with the
time adverbyesterdayin Greek but were missing their main verb. The
participants had to complete the gap with one af tloices, with the verb
either in the present or past tense. The gramnlifiticaadgment task
included 100 test sentences. The sentences wegeduzhsed on their verb
argument structure or tense.
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Results

The data collected from this procedure was analysdith multiple
regression analysis. In the two-choice sentenceptmian task, the non-
fluent group scored 65.13% correctly while the oaontgroup scored
99.72%. The two groups had a similar performandteparegarding the
number of arguments of the verbs. Performance was @ccurate on verbs
that had three optional arguments than two optiarguiments, although this
difference was not significant. In addition, thenrftuent group was more
accurate when choosing the past tense for uneegatérbs than for
unaccusative verbs, but this difference was natitstgint either. Overall, in
this task, the non-fluent group differed signifidgrfrom the control group
in their ability to choose the past tense, irreSpeaf the argument structure
of the verb. In the grammaticality judgment tadke hon-fluent group’s
overall performance was lower than that of the mngroup (70.5% vs.
97.5%), with the first group showing a tendencyter-judge sentences as
grammatical. This group, thus, showed a difficuttyudging ungrammatical
sentences for their argument structure or tenseeCoperformance varied
across the two groups by the number of argumenttseo$entences, with the
non-fluent group judging two-argument structuresrenaccurately than
three-argument structures. Finally, the two grodifered significantly in
their correct performance as far as grammatical amgrammatical
sentences were concerned.

Conclusions

Overall, this study has not found significant arguinstructure effects on
tense in Greek aphasia, as in Koukoulioti and Steaki (2014), while no
significant difference was observed between unatmues and unergative
verbs. What was observed is the fact that the tele$ieit in non-fluent
aphasia is evident and does not concern only ptmducin addition,
performance ranged within the non-fluent group réigg number of
argument or argument structure complexity. Theepast seen comply more
with the individualized profile of each participaanhd the level of the
severity of their aphasia. In addition, procesgpagameters should also be
taken into consideration since performance may haréed due to task
demands or the processing abilities of each ppaiti Thus, the tense
deficit seen in non-fluent aphasia should be imtgal in light of the
severity of the aphasia, a processing deficit nseespecification difficulties
so0 as to clarify clinical aspects for more effegtolinical interventions.
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Abstract

This paper aims to show how PRISM-L and PRISM-Gy§Gxl, 1992) can be used
to profile semantic ability or difficulties in Grkespeakers. The two profiles were
used for the analysis of three samples providedrgyadult participant with aphasia
and two normally developing children of 4;8 and §gars old, respectively. The
profiling procedure showed that PRISM can providpdcific information regarding
the range of the lexicon of an individual as wedl details about the semantic
analysis of their sentences. Based on PRISM, oneea the developmental course
of a child and identify areas of clinical interdst further development or locate
specific semantic difficulties at word and sentefh®eel in adults with language
impairments.

Key words: PRISM, semantic analysis, developmenatfile, Greek.

Theoretical Background

Profiles of linguistic ability or disability are wseful tool for clinicians since
they provide a means for identifying areas of weaknand/or strength
regarding language in populations with developmemtacquired language
disorders. Profiles are very important since theighn can use them for
assessing the language abilities of an individuwake diagnostic hypotheses
and plan focused and structured interventions basedpecific linguistic
deficits identified in these profiles. Crystal (2)9created profile charts
which could describe linguistic abilities in digtinlinguistic levels of
analysis, such as phonology (PROPH), prosody (PR@®®yphosyntax
(Language Assessment, Remediation and Screeningdine, LARSP) and
semantics (PRISM). In 2016, several cross-linguiiatiaptations of LARSP
were published, including a Greek version, the GREP, by Stavrakaki
and Okalidou (2016). Within this context, this stums to adapt PRISM
(Crystal, 1992) in order to profile semantic aliht and difficulties in
Greek-speaking individuals.

PRISM comprises two separate procedures. The &iostcerns the
relationship between semantics and the mentaldex(®RISM-L) and the
second the relationship between semantics and gaarffPRISM-G), mainly
referring to thematic-role structures. PRISM-L ks a chart with an
inventory of 61 semantic fields, divided into 23v&ntic sub-fields, which
is used to identify the lexical range of an indivadlas well as the semantic
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areas he/she uses. Interestingly, these semaelds fare organized in an
acquisition order. In addition, PRISM-L identifieglational items (e.g.,
pronouns, prepositions, connectives, etc.) as wsell paradigmatic and
syntagmatic relations and developmental errors.

On the other hand, PRISM-G is structured on theisbaé five
developmental stages, on sequences of semanticemtenie.g., Actor,
Activity, etc.) and on semantic relationships (e.gddition, contrast,
condition, cause, etc.). It offers the cliniciare tipossibility to identify
thematic-role structures across various developahesthges and also their
range and complexity. Finally, PRISM-G describes dinder-of-mention of
clauses and whether this parallels the order oéxternal world.

In the present study, PRISM-L and PRISM-G were useg@rofile the
linguistic abilities and/or difficulties of Greelpsaking individuals.

Methodology

Sample

The data was collected from three participants, ashdt and two children.
The adult participant was 37 years old, male, ara$ wiagnosed with

Broca's aphasia, after a stroke. The two typicalgveloping children
participants included one girl (4;8 years old) anuby (6;8 years old).

Material and procedure

The procedure involved the collection of languagmles from the three
participants. These samples involved the narratiothe Red Riding Hood
story. The adult participant provided a writtengaage sample of the story
while the two children provided oral language sasplThe samples were
analyzed using the PRISM-L and PRISM-G procedui@igwing Crystal
(1992).

Results

Regarding the written sample of the adult participRISM-L showed that
he used 86 content words and 52 functional worde flype/token ratio
(TTR) for the lexical items was 0.61, which denaaemedium lexical range,
while the TTR for the functional items was 0.41 iethshows a small range
for functional words. Regarding the content wotts, adult participant used
words from 24 out of 61 semantic fields, namelyetjnbuildings, living,
man, measurement, moving, making/doing, animafghitig, sound, sight,
happening, body, etc. Of these semantic fields,otes with the smallest
lexical range were man, world and the animals.alt be seen that these
categories are spread over the acquisition continuwhich is
understandable since people with aphasia may losesa to parts of an
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already acquired lexicon. Concerning PRISM-G, tlaulta participant

produced mainly clauses of two or three semangmehts, which places
him in Stages Il and Ill. The most frequent combares of basic functions
and thematic roles that he produced were combimatmf dynamic and
stative verbs with temporal or locative semantienednts. Very often, he
omitted the Actor of the action or the Experiengethe thematic roles were
reversed. Additionally, coordination and subordratvere minimal.

On the other hand, the boy produced 53 functiondgjowith a TTR of
0.3, and 66 content words, with a TTR of 0.6. Imdiidn, he produced
words from 19 out of 61 semantic fields while notgucing words from the
last 12 semantic fields of PRISM-L, which correspdo later stages of
lexical development. The semantic fields coveredewaostly man, moving,
food, having, animals, thinking, feeling, clothinfgrniture, make/do, size,
body, building. Within these semantic fields, heoquced words from
various sub-fields, showing an evolving and devielgpvocabulary.
Regarding PRISM-G, the boy produced clauses witlr, fthree and two
semantic elements, showing also coordination ahdrgiination of two or
more clauses. The main semantic relations presentée clause level were
addition, time, cause, location and purpose. Thetfans and thematic roles
of the semantic elements were unambiguous and edverwide range of
combinations. According to Crystal (1992), the Isogtofile matches Stage
IV of PRISM-G and presents many elements of Stage V

Finally, the girl produced 94 function words, whTTR of 0.2, and 79
content words, with a TTR of 0.6, indicating a ¢dtrepetition and a limited
range of function words along with a wider rangevotabulary in the
content words. The words produced by the girl idelh 18 out of 61
semantic fields, consisting mostly of the followingan, moving, quantity,
procession, animals, food, language, sight. Theastimfields covered did
not include the final 12 fields of PRISM-L, whichreaconsidered to be
acquired later. As far as PRISM-G is concerned,dinleproduces clauses
with three semantic elements, with various comlpamat of thematic roles
and functions. Moreover, she uses coordination nsitely with ‘and’,
linking together two, three or more clauses. Regardubordination, it is
infrequent while she uses only relative pronounshsas ‘which’. Thus, the
profile of the girl matches Stage lll, as far aguslal semantic elements are
concerned, and presents a developing coordinatidrsabordination system
from Stage V.

Conclusions

The data analysis showed two different profileg tme presented by the
adult participant and the ones presented by the namnally developing
children. Regarding the two children, it can bensémat the older the child,
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the better they use function words and construatasgically complex

sentences with subordination. As for the semaiidd acquired, it seems
that the later fields of PRISM-L are not used esiegly by young children

and it may be the case that these lexical items amguired and/or
consolidated later. On the other hand, the adualtilprshowed elements of
an already acquired lexical system, since he usetsvfrom various

semantic fields, even from the ones found latePRISM-L. However, the

range of this vocabulary was medium which can bplagxed by the

language impairment the adult has suffered duast@phasia. In addition,
his sentences contained mostly two or three semaftiments, which is
lower than that of the 4;8 year-old girl, while dees not use complex
sentence structures, either by coordination or libation of clauses. This
is also typical of individuals with aphasia and whothat PRISM-G can
profile this difficulty.

To conclude, PRISM seems able to provide usefurmétion on the
development of semantic abilities in typically dieyéng children and it can
delineate the semantic profiles of individuals wégbhasia, thus, providing
an insight to their lexical range, semantic fielsd their ability to form
semantically sound sentences, which could inforimicall assessment and
intervention.
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Abstract

The present study examined the durations of voiced/oiceless fricatives as well
as their intrasyllabic and intersyllabic duratidfeets as a function of variable focus
applications. In accordance with a production eixpent, the results indicate the
following: (1) voiceless fricatives are significintonger than voiced fricatives; (2)
the voice distinction of fricatives has both inyiémble and intersyllable duration
effects as well as compensation duration effe8)sfdcus application is confined on
a lengthening effect of the vowel in stressed sjdl@ontext.

Key words: consonant, vowel duration, syllablepperal production, Greek

Introduction

The main aim of the present study is an experinheintgestigation of
segment durations as a function of intrasyllabid artersyllabic segment
variability in variable focus contexts. In partiatlthe duration of voiced vs.
voiceless fricatives and sibilants are investigaasdwell as their duration
effects at syllabic as well as intersyllabic level.

Other context and prosody factors being equal,eatgdeal of studies
with reference to segmental temporality supportftilwing hypotheses:
(1) segmental sounds and especially vowels haterelift intrinsic durations
and, thus, “low” vowels, such as /a/ are intrinjcdonger than “high”
vowels, such as /i/ or /u/ (e.g. Fourakis, BotiKiatsaiti 1999); (2) voiceless
fricatives are longer than voiced fricatives at places of articulation
(Nirgianaki 2014); (3) both low/high vowels and wed/voiceless fricatives
have compensatory effects at syllable domain. (g@nosyllables are
correlated with longer nucleus vowels than closglhisles (Maddieson
1985). Furthermore, a variety of prosodic factensjuding lexical stress,
focus and speech tempo, have respective duratifectefon different
segmental sounds (e.g. Fourakis et al. 1999).

However, the cross-syllable temporal effects ofhsegt variability have
hardly been investigated and we thus attempt tawmeat the temporal
behaviour of segmental sounds at both intra-sydlabid inter-syllabic levels
and outline basic similarities and dissimilaritietween them.
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Experimental methodology

The speech material consists of the four key wgnaasa] ‘chew’, [maza]
‘mass’, [mibi] ‘myths’, ['midi] ‘mussel’ with lexical stress on the first
syllable, produced at the context of the carriaiapl [fonakse __ din#a]
‘slhe said ___ loudly’. Five female speakers airtiearly twenties, with
standard Athenian Greek pronunciation, producedsfieech material at a
normal tempo in a sound-treated studio at Athensvddsity Phonetics
laboratory. The speech material was analysed wigdatPprogramme and
segment, syllable, word and utterance duration oreazents were taken.
The results were subjected to statistical procgssiith SPSS statistical
package.

Results

Three-way ANOVAs (voicing x place of articulationfacus) were carried
out for utterances, normalized words, syllable segment durations as the
dependent variables.

First, in terms of utterance durations and norredlizvord durations
(word/utterance), significant differences were dately in terms of focus [F
(1, 112)=19.882, F (1, 112)=74.169; p<0.0001], ¢ating longer words and
utterances in focus condition. Normalized syllabled segment durations
were then counted, representing the ratio of eadlabde and segment
duration, respectively, to word duration. The resake presented in table |
and figures 1-4.

Table I. Mean normalized duration for each segraedtsyllable and mean
absolute duration for each word.

Stimuli  |C1 V1 S1 C2 V2 S2 Word (ms)
‘'masa 0.250| 0.317| 0.567 0.264 0.169 0.433 353
'maza 0.265 | 0.369| 0.633 0.159 0.208 0.367 381
'mioi 0.277 |0.299 | 0.575| 0.186 0.173 0.425 363
‘midi 0.295 |0.304 | 0.600| 0.252 0.214 0.400 372

At the syllabic level, the results indicated [F{2)=10.327, F(1,
112)=10.650; p<0.005] that first syllable (S1) veagnificantly longer while
the second one (S2) significantly shorter whenftivative was /z/ in non-
focus condition.
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Figure 1. Mean normalized duratidfigure 2. Mean normalized duration
of first syllable as a function obf second syllable as a function of
fricative voicing and place ofricative voicing and place of
articulation. articulation.

At the segmental level, the first consonant (Clp wWanger when the
fricative was voiced and in nhon-focus condition][A{2)=8.888, p< 0.005],
as well as when the fricative was dental [F(1,142)975, p <0.0001]. The
first vowel (V1) was significantly longer when fatve was /z/
[F(1,112)=16.642, p<0.0001], as well as in focus nditon
[F(1,112)=12.650, p<0.005]. Voiceless alveolardtiees were significantly
longer than voiced ones [F(1,112)=12.551, p<0.0@5]Jon-focus condition
[F(1,112)=4.863, p<0.05]. A main effect for voicifé(1,112)=51.435,
p<0.0001] revealed that second vowel (V2) was §iamtly longer when
fricative was voiced.
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Figure 3. Mean normalized duratidfigure 4. Mean normalized duration
of segments as a function of fricativé segments as a function of fricative
voicing. voicing.
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Discussion and conclusions

The results of the present study indicate the ¥ahlig. In non-focus context,
there seems to be a strong effect of fricative’'®ing at both syllabic and
segmental level, which is even stronger in the cade alveolar
fricatives/sibilants. Regarding fricatives themsslyvoiced fricatives — and
mainly alveolars — are shorter than voiceless oki#isen words contain
voiced fricatives, all other segments are longédrilevat the same time the
duration of the word and utterance are not affectéence, the present
results reveal that voiced/voiceless fricativesilgiklcompensatory effects
not only at intrasyllable level, but also at intdleble and word levels,
affecting previous segmental and syllabic duratiaaswell. On the other
hand, the temporal effect of focus is confined ba tengthening of the
stressed syllable’s vowel.

Syllable structure temporal correlates have mosdgn associated with
the nucleus vowel, according to which open syllatdee correlated with
longer vowels and closed syllables with shorter elew(Maddieson 1985).
This hypothesis has been corroborated in sevardiest but it still remain a
controvertial issue (see McCrary 2004 for relevdiscussion). The open
syllable lengthening effect suggested by Maddigd®85) has partly been
corroborated in Greek along with a compensatorytshing effect on the
intrasyllable onset consonant (Chaida, Dimoula, d&lda Nikolaenkova
2017). The results of the present study, howevelicate that a variety of
compensatory duration effects take place at bottragygllable and
intersyllable levels, which is a reflexion of diféat syllable structures along
with a variety of other prosodic contexts.
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Abstract

An oratory technique often observed in politicimesisists in playing with prosodic
features in order to build a particular phono-styte a previous perceptual and
acoustic analysis, | showed that Hugo Chavez (fopresident of Venezuelan) and
José Zapatero (former prime minister of Spanisie@mpletely different phono-
styles, which are easily recognizable by listenkrshis study, text-to-speech (TTS)
synthesis was initially used to produce neutra¢ratices. The prosodic parameters
of these utterances were then varied to reprodudeéz and Zapatero’s specific
phono-styles. The reproductions were tested inriess®f perceptual experiments
which show that the modifications made to intonatiatterns are enough to identify
the two politicians.

Key words: intonation, phono-style, public speqmtiitician speech, synthesis.

Introduction

A previous perceptive and acoustic analysis of &baspeaking politicians
(Pérez 2016) revealed that H. Chavez (former peesidf Venezuela) and J.
Zapatero (former prime minister of Spain) have cletgby different phono-
styles in public ‘spontaneous’ speeches. In thighst | will first briefly
describe Chavez and Zapatero phono-styles, thgmogeothree perceptive
tests using text-to-speech synthesis to convettenritext into speech. FO,
duration and chunking were modified to reproducghgaoliticians’ prosodic
patterns. The results of these tests show that é€2hand Zapatero are
recognizable thanks to these stylized intonatiottepa confirming the
previous prosodic analyses.

Chévez and Zapatero prosodic pattern

Chéavez and Zapatero’'s phono-styles were establitaatks to the acoustic
analysis of 22 utterances, extracted from publgorganeous’ speeches. It
was observed that each politician cuts his speeithahunks (1982ms for
Chavez and 1127ms for Zapatero on average) and smakge pauses
between chunks (811ms for Chavez and 720ms fort€apan average).
Chavez's phono-style consists of a repetitive contat the end of each
intonation phrase (IP). This contour rises on thessed syllable (the
penultimate one for 80% of Spanish words), followmda high dive of

about 16 semi-tones on the last unstressed syltditkee word. Furthermore,
we find lengthening on this final unstressed syéigbwo, three or four times
the length of the preceding stressed syllable) a#ap’s prosodic pattern is
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characterized by small chunks and the use of agrisbntour on the stressed
syllable, continuing with a rise to a higher FOuebr floating tone on the
last unstressed syllable. The politicians’ schemadtiprosodic patterns are
shown in fig.1 and 2.

AN

_— -
t>

Figure 1. Chavez's prosodic pattern.  Figure 2. Eapé& prosodic pattern.

Perceptual experiments: Methodology

Materials and design: The corpus consisted of four sentences adapted from
the two politician’s actual sentences, which weradified to be politically
and dialectally neutral. They were produced usheg TS synthesis engine
embedded in WinPitch. The utterances are ‘prostidiceeutral’ (with a
feminine voice) and were resynthesized accordinghto two politicians’
respective prosodic characteristics. To ensure pitesodically modified
speech was satisfactory, PSOLA generated pitch emarlwere carefully
checked and edited.

In the first test, utterances were re-synthetizedhbdifying FO parameter
according to each of the above prosodic pattemthd second test, FO and
duration of the last syllable of each chunk/IP wenedified (the last
unstressed syllable was twice as long as the sttemse). Each test had 12
synthetized utterances: 4 Chavez (C), 4 Zapateycafd 4 ‘normal’ (N)
produced by TTS. Finally, in the third test, Chaseatterances from the
second test and Zapatero's utterances from the¢ fwere used. Four
utterances were also added with shorter chunkedoh politician. This test
thus had 20 utterances: 4 C, 4 Z, 4 N, 4 C withtsh@hunks (CSC) and 4 Z
with shorter chunks (ZSC). Speed and pauses dégte were not modified.

Participants: 10 native speakers of Spanish (Spanish or Venazuatal
10 non-Spanish-speaking participants (Chinese painkse mother tongue)
who would, in a certain way, give a psychophysi@ld not linguistic)
perception.

Procedure: Participants started with a learning task of fiv@utes where
they first listened to the unmodified Chavez angaaro recordings in order
to get accustomed to their phono-style, followedsiaythesized utterances in
order to get used to synthetic female voice. Rmnaley listened to re-
synthetized Chavez and Zapatero utterances in twdest the phono-styles’
recognition. Each test was based on a seven-stepearscale: surely C,
probably C, maybe C, Other, maybe Z, probably Z sumgtly Z. Each step
corresponded to a number: -3, -2, -1, 0, 1, 2sBeetively.
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Results

Test 1 shows that Chavez is not well recognizedrnidd (Other) and
Zapatero may be recognized, but most of the timaefotmded: the
recognition variability is considerable (cf. SD 6ig.1). | conclude that the
FO pattern alone is not enough to enable the spakifferentiation.

Non Spanish-speaking Spanish-speaking Non Spanish-speaking Spanish-speaking
f
Zapatero _ Zapatero
3

Oh ‘X\ ‘xﬁ omerz l W ‘ |
R i

Other W Chavez M Zapatero Other M Chévez M Zapatero

Figure 3. Test 1 (left) and 2 (right) results. Meamd SD of politicians’
recognition.

Test 2, where the utterances had a lengtheningneflR last syllable,
shows that Chéavez is very well recognized; he igeneonfused with
Zapatero or with normal utterances (cf. fig. 4).eThormal condition is
confused with Zapatero, while Zapatero is oftenfaesed with Chavez. |
conclude that lengthening is a characteristic civ@z and not of Zapatero.

Test 3 shows that the Chavez pattern is still weell recognized despite
the shorter chunking. On the contrary, the shartemks help the Spanish
native speakers to recognize Zapatero. Normalarttes are confused with
Zapatero’s but the mean is the smallest one ofhitee tests.

Non Spanish-speaking Spanish-speaking
4

om

Other ©

2
Chavez I
-4

Other ®Chavez Chavez SC M Zapatero M Zapatero SC

Figure 5. Test 3 results. Mean and SD of politisiaacognition.
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Conclusion

These synthesis experiments show that in generainégification is not

sufficient to identify Chavez, who is well recogeizonly when the last IP
syllable duration has been raised (test 2 and &)ai#ro’s pattern is often
confused with the ‘normal’ one, probably because griosodic pattern is
similar to the ‘standard’ phono-syntactic Spanistonmation. Shortening the
chunks provides very good Zapatero recognition pangh-speaking
hearers. Results illustrates that I) the FO moveraed the duration of the
last unstressed syllable is crucial in these piditis’ identification and for
oral Spanish and 1) Chavez and Zapatero phone-stgie easily

recognizable regardless participants mother tongue.
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Abstract

This study concerns an aspect of L2 learning: thalization of the prosodic
contours of short French sentences read by midgamers. They are enrolled in an
intensive French course at advanced Al level ametkfby the CEFR. The
multimedia software WinPitch is used for analyses.

Key words: L2 in immersion, prosodic contours,qmdic morphing.

Introduction

In France, according to the national law, immigsamted to learn French in
a language school as a part of integration intmé¢heculture and daily life.
To stay in France and to pursue the professiondied, they have to pass a
proficiency exam called “Dipléme Initial de Lang#eancaise” (DILF -
Initial French Knowledge Diploma(Gloaguen-Vernet 2009This exam is
only awarded to foreigners living on French tersitoTo help the learners
improve their oral expression, we worked on theramiion of their
pronunciation of French sentences, needed to p$sddal exam.

Methodology

For this study, two recordings of learners of Fremeere analyzed: four
male and three female young adults, without angrpgamowledge of French
and with different L1 (Bangla, Portuguese, Albanamd Chinese). They
completed three phases: a first and a final rengrdind a training phase
with WinPitch LTL (Language Teaching and Learningpetween.

Hypothesis

Hypothesis 1: during the first recordings, the theas will do much
more chunking while reading, as a lack of syntaetm prosodic
knowledge of sentence grouping and a weak knowlefigiee French
graphic code. Hypothesis 2: during the final recugd, the learners
will keep the correct prosodic pattern, because tbal-time
visualization during the training phase with WirdRitLTL will allow
them to achieve a good cohesion of text, includihg prosodic
pattern, thanks to the matching of the prosodiacsire and the
syntactic one.

Proceedings of 8ExLing 2017, 19-22 June, Heraklion, Crete, Greece
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Corpus

Six declarative sentences were recorded and anklyze final realization
was compared with the model (native French speak&® model speaker
had to read the sentences rather slowly as requésteAl learners, but
emotional variations were still realized.

Intonational model

According to the intonational model of P. Martinghin 1975, 1982, 2015),
every prosodic contour has a different movementstessed syllables
depending on the contour of the last word in thetesece. There is a
hierarchical order of the syntactic units. The pdis structure is based on
the slope contrast between successive stresseaifnat) syllables. At the
first level, rising contours are callé€til and falling ones (. In the inventory
of contours, there can be furthermoreCa and aCn. Within a single
sentence there is the same amount of intonatiooatoars and accented
syntactic units (Lepetit and Martin 1990). Accoglito the phonosyntax
principle, the prosodic structure should matchsyatactic one. All recorded
sentences were annotated following this principle.

An example of a sentence analyzed with WinPitch

In Figure 1, left panel, the model speaker readrtida met sesvres et ses
cahers sur la @able. “Martine puts her books and her exercise books en th
table.” There are four prosodic contours, located on stcegewels, marked
in bold in text:C2 green,Cn blue,C1 maroon, and * yellow. In right panel,

a male learner realization of the same sentendberfinal recording. He
realized the same contours and a similar durasah@model.

i i kB F T= E=mE
B e S e e

=2 s i s =,

Figure 2. Left: Contours of the model. Right: finatording of a learner.

i

(= Martine mat sas inras ot sas cahiers aur a table

Results

Figure 2 summarizes the learner’'s production ofcalpus sentences and
their contours. The blue bars represent the rehimanber of contours for
each of the seven learners during the first reogrdin this first phase, the
learners didn’t hear the model yet and read thé&eseas according to their
own understanding. The red bars represent thezeglahumber of contours
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during the final recording. In this last phase, wmmpared the learners’
contours with the model.

Comparison of prosodic contours Figure 3 Compal’ison Of
* prosodic contours between
learners’ first and final
W First rec.

- I i 11 I I ———— recordings, and the model
0 i i i i I i voeme oy SPEAKET.
5
0
2 4 6
1 3 5 7

Number of Contours
N
@

Awerage
Model

Learner

Next in Figure 3, on the y-axis, more detail of tearners contours vs.,
the model contours are on the x-axis. The learreabzed all final falling
contour_C correctly. The rising contoutl, the falling contour_2, and the
neutral contouCn which can slightly rise or fall or stay at the samelodic
level. Cn was the most problematic contour. | also add @o show that the
learners realized a contour, while no one existénmodel. Moreover, @-
sign indicates when the model didn't stress a gratiwal word, while the
learners stressed the word.

Realized contours Figure 4. Number of realized
g w05 . contours in final recording.
£ 0% 7 . .
§ wow , Relative numbers on y-axis,
5 70 % 6 .
2 oo : © = and absolute numbers as inset.
i% o * I .
% 30 % 0
T 2%
@ 10% =
K] 0%
¢ co c1 c2 Cn ]

Model contours

Finally in Figure 4, the comparison of sentencesaftion is shown.
During the first recording, the learners realizedot of chunking and
stressed nearly each word (Guimbretiere 1997). duration of the final
recording almost matches with the model duratiomjeathe duration of the
first recording is 1.4 times longer on average.

Comparison of duration Figure  5.Comparison  of
2 sentence duration between

2 first and final recordings.
Alebltbl =

m— Final rec.
Model
Moyenne (Model)

Duration (seconds)
=
5

2 4 6 Awerage
1 3 5 7 Model

Learner
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Prosodic morphing

Figure 5 shows an example of prosodic morphingtffer initial example
given in Figure 1. During the first recording okteentence, left panel, the
learner realized &1 rising contour instead of@~ falling one. The prosodic
morphing was done with the help of WinPitch: FO ifiodtions are shown
in dark green and blue, pauses in yellow, interigityght blue and duration
in purple (right panel). With this manipulationgtkearner can hear his own
voice producing the right movement. He improved taalization of the
contours and the sentence duration was much shorter

AR N Lh T z =z =TT E :gé

TR = =R S == et

J = & "k . m::g:&“ B8 == IEE
W AW A

{

A

surlatable

met ses res

BB o 35 <55 (fSE A e e =

Figure 6. Left: first production of learner. Riglprosodic morphing of the
same production.

Conclusions

The analyses of the first recording show that tivet fhypothesis is

confirmed: the learners produce more chunking whdading unknown

sentences. The final recordings support the sedgymbthesis, that the
learners were able to shorten the duration of #émesice and they achieved
a better cohesion of text, although some mistakéisa contours remain.
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The dynamics of prosodic adaptation between
Italian conversational partners

Michelina Savino
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Abstract

This paper explores the dynamics of prosodic adiaptdbetween speakers of Bari
(BI) and Lecce (BI) varieties of Italian, in whigolar question intonation contour is
different as to the assignment of the rise for rnmaylquestioning: on the nuclear
syllable in BI, on the phrase boundary in LI. Iretion analysis and distribution of
contour types produced by BI-LI speaker pairs game-based interaction revealed
that only Bl speakers tended to accommodate thestipn intonation to their LI
partners’. Dynamics of adaptation varied acrossspdakers, hinting to different
accommodation strategies which not necessarilyilemtarriding the rule of their
native variety intonational grammar in spontaneiauation.

Key words: Prosodic adaptation, question intomati@rieties of Italian.

Introduction

Research on prosodic accommodation in verbal ictierahas been mainly
concentrated on quantitative measurements of adcequsisodic features
(e.g. Levitan et al. 2015), whereas little attemti@as been paid to intonation
contours. This paper focusses on the dynamics agoglic adaptation by
analysing the FO contour of polar questions produwe Bari Italian (Bl)
and Lecce Italian (LI) speakers. This case is paldrly interesting since the
prototypical yes-no question tune is completelyedént in the two varieties
as to the assignment of the functional rise forkingr questioning (Savino
2012): Bl has the rise on the nuclear syllableofeid by either a falling or a
rising terminal (L+H*L-L% and L+H*L-H%, respectivg), whereas LI has
the rise on the phrase boundary preceded by a tdallimg nuclear accent
(L*L-H% or H+L*L-H%). Therefore, in case of interang BI-LI speakers
pairs spontaneous imitation of the conversatioaaingr’'s question contour
would entail overriding the rule of the native \eyiintonational grammar as
to the assignment of the rise for marking intertvifg. For Bl speakers, an
alternative strategy which would not imply overngi such a rule could
consist in the selective imitation of the L-H% bdary, thus preserving the
realisation of the nuclear rise (resulting in awpikng production of
L+H*L-H% over L+H*L-L%). Having this as a backgrodn this study
explores the dynamics of prosodic adaptation inspafi Bl and LI speakers
asking polar questions during a game-based interact
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Method and materials

Yes-no questions were elicited by involving paif86LI participants in the
“Guess who?” game, where each participant is gdexwith a board having
a set of pictures of fe/male characters drawn .ohhié game starts with each
player selecting a card from a separate pile afaith the same characters
drawn on the board, and it consists in being tret o guess which card the
partner has selected, by asking exclusively yeguestions on characters’
features in order to eliminate candidates. In eaebording session,
participants were sitting in front of each otherearing an AKG C520
condenser microphone headset connected to a MaPiiz 661 digital
recorder. Eye contact was inhibited, and each diogrsession lasted 35
min on average.

Informants

A total number of 10 speakers (5 from Bari anddirLecce) participated
in the recording sessions. They were all femaldesits at the University of
Bari, aged 22-24 and not familiar with each othéender, age and
familiarity were controlled as parameters sinceytlaee been found as
relevant in accommodation processes (e.g. Pard®)200

Data annotation and measurements

Around 1,000 polar questions (around 100 for egealker) were collected

and manually annotated by using Praat (Boersma)2@@ihg these levels:

- segments (utterances, nuclear words and syllables)

- tunes (nuclear pitch accents and boundary tonesfraiework).

The following measurements were performed:

- relative frequencies of contour types produced byl LI speakers in
each pair/session (direction of adaptation);

- relative distribution of contour types in the firgt second half of the
dialogue (dynamics of convergence at the overalbdue level)

- distribution of imitated vs not imitated FO contanrBI-LI adjacent turns
where question is also textually repeated (adaptatynamics at the turn-
level, influence of lexical imitation on tune imi@n). Due to space
limitations, results for this measure will not regented here.

Results

The relative frequencies of all contours types posdl by Bl and LI
speakers in each pair were calculated, as illestrat Fig.1. It can be noted
that, in all sessions, LI speakers show a cleaiaecy to not divert from
using their prototypical (falling-)rising contour hen asking questions,
whereas Bl speakers exhibit a larger variability their question tune
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realisations. This indicates that prosodic adamtatvas asymmetric, i.e.
only Bl speakers tended to accommodate their itimmaontour to their LI
conversational partners’. Only one LI speaker (pL $n Fig.1) shows an
amount of rising-falling contours in her producsomut this contour type is
different in tonal alignment with respect to thetptypical Bl L+H*L-L% .
In fact, it is phonologically described as L*+HL-L%i.e. with a nuclear
peak later that in Bl), and reported by Savino @0ds a non-prototypical
guestion tune in LI.

Accommodation behaviour vary across Bl speakers:speaker (Bl_spl
in Fig.1) does not show to adapt intonationallyhes LI partner, since her
guestions are characterised exclusively by theuglear L+H* followed by
either an L-L% or L-H% boundary, with L-H% prevailj over L-L%. The
remaining four Bl speakers all exhibit a certainoamt of the typical LI
(H+)L*L-H% contour: Bl_sp2 and BI_sp4 both have 6G86 their polar
guestions realised with a (fall-)rise instead dditative rise-fall or rise-
fall-rise, whereas BI_sp5 and BI_sp3 exhibit (Jalbes in less than 30% of
the questions asked to their LI partners. As tdrthative Bl question
contour, also for these four speakers the produaifoL+H*L-H% prevails
over L+H*L-L%. This outcome, common to all Bl speak could be
interpreted as a selective imitation of the LI (H%)-H% contour.

Distribution of contour types (%) produced by Bl and LI speakers in pairs

100

90
80
70
60
50
40
30
20
10 +
0 - T T T

Bl_spl LI_spl Bl spZ LI sp2 BI _sp3 LI sp3 BI _sp4 LI sp4 BI _sp5 LI_sp5

OL*+HL-L% B (H+)L*L-H% B L+H*L-H% OL+H*L-L%

Figure 1. Distribution of question contour types |gerc.) produced by Bari
Italian (BI) and Lecce Italian (LI) speakers.

Since prosodic accommodation was asymmetric, tlaive frequencies
of the question contour types as distributed infits¢ vs second half of the
dialogue were determined only for Bl speakers, antipular for speakers
Bl_sp2-3-4. Results in Figure 2 reveal two diffdrgqpes of accommodation
dynamics across these speakers. For Bl_sp3, tldeigiron of (H+)L*L-H%
contours is almost all concentrated on the secatfdotfi the game session,
this implying a gradual prosodic convergence (viaralerlying gradual
imitation process) towards LI partner's questiotomation. Instead, Bl_sp3
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and BI_sp4 started realising the typical LI questamntour early in their
interaction, showing a rather uniform distributioh(H+)L*L-H% between
the first and the second halves of the dialogue. [&tier behaviour seems to
suggest for Bl_sp3 and BI_sp4 a larger variability their question
intonation repertoire which could include the (mise along with the
prototypical rise-fall and rise-fall-rise FO contsuwhen interacting with a
LI conversational partner, the (fall-)rise contaan be easily “retrieved”
early in the dialogue for prosodic adaptation pegso

60

Distribution of contour types (%) by 3 Bl speakers in 1st vs 2nd part of the dialogue

50

40 +

30 1

20 +

10 |

0 + T T T T T T T

1sthalf 2nd half 1st half 2nd half 1st half 2nd half
Bl_spk2 Bl_spk3 Bl_spk4

B (H+)L*L-H% W L+H*L-H% L L+HH*L-L%

Figure 2. Distribution of question contour typés %) produced by BI
speakers 2-4, as occurring in the first vs the sg¢@lf of the game session.

Summary and conclusions

We analysed the FO contour of polar questions mreduby Bl and LI
speakers pairs involved in a game-based interaetnehfound asymmetric
adaptation, in that only Bl speakers tended to moeodate their question
intonation contour to their LI conversational parsi. Dynamics of prosodic
adaptation can vary across Bl speakers, hintingjfferent accommodation
strategies which not necessarily entail overridihg rules of the native
variety intonational grammar in spontaneous inmotatf the conversational
partner’s question contour.
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Long vowels in Mongolian

Yumei Sang
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Abstract

This paper investigates one of the fundamentalcmdroversial questions in Halh
Mongolian: the phonological status of long voweld/), especially VV in non-
initial syllables and the distribution of VV. Thistudy questions the traditional
analysis of vowel quantity based on the singleedoh of the realisation of vowel
length, which is purely phonetic. This paper tak#e consideration the historical
development of VV in Mongolian. It demonstrates tthaynchronously, the
distinction between long (VV) and short vowels ($)ould consider the distinct
behaviours that reveal the different nature of¢hes types of vowels.

Key words: Mongolian vowel, long vowel, vowel dibtition, vowel devoicing

Introduction

Mongolian is a language with contrastive vowel ditgnThe seven long
vowels [a:], p:], [v:], [e:], [o:], [u:], [i] contrast with the severhert vowel
[a], [2], [v], [el, [o], [u], [i]] by a difference in length. Heever, an important
variation of vowel duration is observed both fooktand long vowels. This
variation of vowel length is the source of differ¢heories with regards to
VV and their distribution. According to a more tittamhal point of view
(Damdinsuren 1959, among others) VV have freeildigion and all VV are
phonologically long regardless to their positiothn a word. According to
Svantessomet al. (2005), long vowels only appear in the initial pgiosi of a
word and non-initial VV are treated as short vowelsis later point of view
is based on vowel duration.

This present study examines several aspects osacquoperties of long
and short vowels in order to determine the phoricldgtatus of non-initial
VV sequences and the distribution of long voweisaddition to the analysis
of vowel length and vowel formant structures, aetdr study of vowel
devoicing is conducted on two types of corpus: dangords (controlled
speech) and texts (continuous speech). The analfsiswel devoicing is
crucial in understanding the phonemic status ofelayuantity.

Before starting the analysis, the historical depeient of long vowels in
Mongolian should be given briefly. There are twgaosgite points of view
regarding the origin of long vowels. On the one chdong vowels are
considered as the result of the merger of two shawkls (Sanzheyev 1953).
Roughly, in VCV sequences, the intervocalic constdy, g, y, b, f)
dropped and the two short vowels merged into ong l@mwel. On the other
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hand, it is believed that long vowels in Mongol&are primary (Poppe 1962).
However, according to these two theories, long Jswappear in all

positions within a word and VV initial and non-iiait are developed from
the same process.

Methodology

The data consist of 600 target-words embedded fiarae sentence [pi__
defsheizsen] ‘1 that said, (I said that ) read by sitivea Mongolian
speakers. In total, 1655 long and short vowelsaasdysed using the signal
processing software WinPitch. The segmentationosfels and consonants
is performed manually and visually. The segmentatieethod is based on
oral constriction (Turlet al. 2006). The beginning and the end of F1 and F2
are taken as vowel duration. For vowel devoicindditonal 4 texts
containing 1200 words and 2079 long and short vewet analysed. For the
analysis, VV sequences are divided into initial ¥ non-initial VV.

Analysis and results
Measure of vowel length

The duration of vowels is measured. The averaggtieistandard deviation
and median values are given in Table 1. :

Table 1. Average length, standard deviation andiamedalues for initial
VV, non-initial VV and V.

Initial VV' Non-initial VV Vv

Average 183 127 75
Stan. deviation 35 33 22
Median 182 124 75

This table shows that the average lengths are semjlar to median
values. This indicates the small dispersion of da&a. The average means
for initial VV, non-initial VV and V are 181 ms, ¥2ms and 75 ms
respectively. In percentage, short vowels thusesgmt 42% of the duration
of long vowels and non-initial VV are 69% of therdtion of long vowels.
Non-initial VV are exactly in the middle betweemégpand short vowels in

terms of duration as shown in Figure 1 below:
40% 43%

v YV oninit. VWi Durée

5.0 7.5 :LCI)O 12.5 150 1';5 Z[IJO [ms]
Figure 1. Distance between non-initial VV and V\stdhce between non-
initial VV and V.
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There are thus no reasons to consider that naaliMy are short rather
than long, and vice versa. It also reveals thateladuration alone cannot
constitute a solid factor to determine the phonewtatus of vowels,
especially for non-initial VV sequences.

Measure of vowel formant structure

There is evidence from several languages that véevgjth impacts vowel
quality (Lindblom 1963). Long vowels display moreripheral vowel
quality whereas vowels with shorter phonetical tershow more centralized
vowel triangle. Figure 2 shows the result of fortramalysis in Mongolian:

200

300+~

400+~

500+~

600+~

F1 [Hz]

700+

800~

Figure 2. Vowel triangle
for initial VV, non-initial
VV and V.

s, ’
900 || — Courtes Initiales ‘\aa/
----- Longues Initiales R
===+Longues Non-Initiales

2500 2000 1500 1000 500
F2 [Hz]

Figure 2 shows that in Mongolian, vowel lendtes have an impact on
vowel quality. Nevertheless, the correlation betwe®wel quantity and
vowel quality seems to depend on each vowel indadig rather than on
vowel type. The series of [u]p] and [0] show little difference in vowel
quality and some even overlap. This result showas Howel quality also
does not provide a clear indication for the phogmlal status of non-initial
VV.

Vowel devoicing

The analysis of vowel devoicing here follows thess linguistic survey of
vowel devoicing by Chitoran and Marsico (2010). \&bvdevoicing is a
process in which vowels are produced with opentiglo¥owel devoicing
can be caused by aerodynamic factors (Ohalal983hdry the glottal
gestural overlap between voiceless consonants laoid gowels (Jun and
Beckman 1993). The results of the analysis show\this highly prone to
devoicing, both partially and completely. No cadevowel devoicing is
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observed either for initial and non-initial VV (S3#016). Figure 3 show one
example of vowel devoicing of [i] in [Ke€s] (lesson):

Figure 3. Complete vowel devoicing of [i] and [@thout devoicing

Initial and non-initial VV behave identically inrtes of vowel devoicing
and V differs from them. The identical behaviouriwitial and non-initial
VV is governed by their identical underlying statlibe longer a vowel, the
less it is affected by devoicing.

Conclusion

This paper provided evidence that vowel length @loannot be a reliable
factor for a distinction between long and short etsy Other behaviour
patterns, such as vowel devoicing must be takem d¢ohsideration. It is
concluded that initial VV and non-initial VV are tholong and therefore
long vowels have free distribution in Mongolian.
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nominalized infinitives in Spanish
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Abstract

The present paper deals with Spanish nominalizdihitimes (NI), a type of
syntactic nominalization that comes in differenbtspes. On the basis of argument
realization, | will focus on two different forms,raore nominal and a more verbal
one. Previous research has mainly focused on teenad syntax of NI, while the
factors that govern the distribution of differenibtypes have remained unclear. In
the following, | will discuss some methodologicdlatienges in investigating the
latter issue and suggest acceptability judgmerkstas a possible solution. The
results of two experiments show how the acceptgbili NI is determined by the
interaction of two factors: 1) argument realizatéond 2) event interpretation.

Key words: acceptability judgments, nominalizedritifves, Spanish

Introduction

Spanish allows a number of different NI, i.e. iitfires that are preceded by
a determiner. For the present purpose, | will fooosonly two forms and
distinguish them on the basis of argument reabmatType A is the more
nominal form and maps an argument of the verba baso a PP introduced
by the prepositiome, cf. (1). Type B is the more verbal form that stdea
direct object, which is often, but not necessaslyare noun, cf. (2).

(1) el cantar de los pajaros (2) el cantar (lap)as
‘DET singing of the birds’ DET singing (the) songs’

Questions regarding the distribution of differenbtypes and possible
interpretations of NI have received little attentia the literature so far. The
aim of this study is to bridge some gaps in thisxdim by presenting results
from acceptability judgment experiments. At firstwill provide some
necessary background information and then proae#uet methodology and
the experimental results.

Background

Type A has received more attention in the litemt@specially with regard
to possible verb classes (e.g. Demonte & Varel&)L98has been noted that
it can be built quite freely on intransitive versd that it is dispreferred
with transitive ones. It is not entirely clear whet an argument of a
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transitive verbal base can be mapped onto the Bi#qmo Realization of the
Theme argument is often considered ‘ungrammatarad realization of the
Agent is rarely discussed.

From a semantic point of view, it is noteworthy tthath type A and
type B can occur as event-denoting nominals. Meoemtly, the literature
has become interested in the distinction betweesodigc and generic
readings of deverbal nominalizations, cf. (3) v§, @nd it has been noted
that some (more) verbal forms show a preference generic event
interpretations (loréthioaia & Soare 2015 among others).

(3) The observation of the neighbavas completed at midnight
(4) The observation of the neighbigsa bad habit

The central question of this paper can be formdlate follows: How
does the interaction of argument realization (ThemmeAgent) and event
interpretation (episodic vs generic) influence thstribution of type A vs.
B?

Methodology

Methodological considerations

Difficulties in answering this question result fratifferent factors. Spanish
has a variety of derivational affixes that are higtroductive and NI are by
no means the default strategy for deverbal nonzatdin. They are often

criticized in terms of style and usually occur rtain registers typical of

written language. This background makes it diftictd reach reliable

generalizations about their acceptability. Furttmmento evaluate the impact
of different interpretations, its seems essentaliew NI in unambiguous

contexts that evoke episodic or generic interpietat Contexts that are
available in corpora usually do not fulfil this tegement, but show all kinds
of ambiguities. An experimental approach seemsabidgtto overcome these
problems. Firstly, acceptability judgment experitsenllow the NI to be

embedded under matrix predicates that allow foy ame interpretation.

Secondly, judgments can be elicited on a multi-pstale which makes it
easier to detect subtle differences between stesthat are rather marginal,
but not “equally bad” (e.g. Featherston 2007).

Experimental design

The two experiments that will presented here weralacted online and all
participants were (monolingual) speakers of PetémsiBpanish. The
experimental stimuli consisted of NI presented amtexts of one or two
sentence$.The verb lexemes were chosen based on token freguand
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structural features. For example, to investigatestivbr type A prefers
realization of the Agent or the Theme, the basetbdaktlong to a verb class
that allows the unspecified object alternation. Htienuli were presented
along with distractor items in a ratio of 1: 1,5damere counter-balanced as
well as pseudo-randomized. Acceptability was mesbsuon a 7-point
Likert-scale. The data were analysed using the &da signed-rank tests
and a general linear mixed model (Schitze & Spr@@48).

Results

Experiment 1 (16 participants / 192 NI) shows thate A, used with a
transitive base, prefers realization of the Agerdrahe Theme, cf. (5) a. vs.
b. A clear preference has, however, only been fodod generic
interpretations like those exemplified in (5) (j©0001).

(5) a. El escribidel autores obsesivo.
‘DET writing of the author is obsessive.’
b. El escribirde un guiorsuele ser tedioso.
‘DET writing of a screenplay is usually tedious.’
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Figure 1. Experiment 1 — Type A (Theme vs. Ageptsedic vs. generic).

Experiment 2 (28 participants / 224 NI) shows thygte B is far more
acceptable than type A in both episodic and gemesadings (p < 0,001 in
each case). Furthermore, the results reveal thatByclearly prefers generic
over episodic event interpretations, cf. (6) alvgp < 0,01).

(6) El utilizar productos quimicos ...
‘det using chemical products ...’
a. ... deberia siempre ser el tltimo remedio.
‘... should always be the last resort.’
b. ... estd avanzando por toda la ciudad.

‘... Is gaining ground throughout the city.’
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Figure 2. Experiment 2 — Type A vs. B; episodicgeneric.

Conclusions

The acceptability judgment experiments have rewdkafee-grained
differences which informally collected data or asspfindings could not
have yielded and show that NI can be better andlyzeterms of graded
(un)acceptability than in terms of categorical grajnmaticality. A potential
drawback could be seen in the fact that only atdichinumber of verb
lexemes (12 and 8) could be tested with this rath@-consuming method.
It appears that language-specific constraints dd¥ggr argument
realization interact with possibly more genera¢iptetational preferences of
syntactic nominals that differ in their degree afminalizations. This is
indicated, at least, by the preference for gerreadings attested for type B.

Notes

1. For reasons of space, the NI are presentedwiir@nly their matrix predicate
and not the complete context.
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The effect of verbal short term memory on
receptive language abilities in bilingual and
monolingual children with Specific Language
Impairment

loanna Talli, Stavroula Stavrakaki
Department of Italian, Aristotle University of Theadoniki, Greece

Abstract

The present study investigates whether the bilihgdaantage in verbal STM holds
for bilingual children with Specific Language Impaent (SLI) and if so whether it
affects lexical and syntactic abilities. Sixteennolingual and 16 bilingual children
with SLI, with Greek as L1 and Albanian or RussienL2 were compared with two
control groups of 20 monolingual and 18 bilingubll:( Greek, L2: Albanian or
Russian) TD children in vocabulary, verbal STM agdtactic comprehensioBoth
clinical groups were worse than mono-TD group. Bi-&hildren were worse than
mono-SLI children in vocabulary, in one verbal STk and in one syntactic
comprehension task. The results indicate paralidtems of deficits in bi- and
mono- children with SLI in the domains of STM ana&x.

Key words: Specific Language Impairment, verbaMs$yntax, bilingualism.

Introduction

The termSpecific Language Impairme(L]) is used to describe the poor
oral language development of a child, which canbet attributed to
neurological, sensorimotor, mental or emotionakkpsyogical deficits
(Leonard 1998/2014). Difficulties in language developmeoncern mainly |
the domain of morpho-syntax (Stavrakaki & van delyl2010) and, more
specifically, complex structural representationshat levels of syntax and
morphology, such as relative clauses (Adani, FargiaGuasti, & van der
Lely 2014; Friedmann, Belletti, & Rizzi 2009). Idition, children with
SLI show deficits in phonological short-term memd&TM) (Newbury,
Bishop & Monaco 2005). Phonological STM is consatea marker for the
diagnosis of children with SLI (Archibald & Gathete 2006; Conti-
Ramsden 2003; Lalioti, Stavrakaki, Manouilidou, &lli; 2016) and an
indicator of language skills and syntactic compredien in typically
developing children (Rodrigues & Befi-Lopes 2009).

Recent studies on typically developing bilingualildten indicate
advantages in the domain of verbal STM (Moraleslv&a& Bialystok
2013; Soliman 2014), because they are better ircutixe functions
associated with STM, such as task switching (Aghaa Berberich-Artzi, &
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Libnawi 2010), which may benefit language acqusiti This study
investigates whether the bilingual advantage inbakerSTM holds for
bilingual children with SLI and if so whether itfafts lexical and syntactic
abilities. Specifically, our study examines whettieere are any differences
between monolingual (mono-) and bilingual (bi-) Idren with SLI on
lexical and syntactic skills and on verbal STM.

Methodology

Participants

There were four groups of children in total, twanidal groups and two
control groups: The clinical groups included sixteeonolingual (mean age
8.11 years) and 16 bilingual children with SLI (meage 8.4 years), with
Greek as a first language (L1) and Albanian or Russs a second
language. These children were diagnosed with SLeXgerienced speech
and language therapists working in public or pevegntres for speech and
language therapy in Greece. All these primary sclhged children were
reported to show language delay or disorders atptieschool age and
continued to show persistent language deficitdhattime of testing. The
two control groups included 20 (Greek-speaking) atingual (mean age
9.0 years) and 18 bilingual (Greek as L1) typicddyweloping children (TD)
(mean age 8.6 years) respectively. These childrene watched to the two
clinical groups in chronological age and non-verfal(Raven’s Coloured
Progressive Matrices). The control groups did niffed significantly in
chronological age and in Raven percentile fromtifaeclinical groups.

Tasks

Pre-tests included non-verbal 1Q assessed with RAVBtandard
Progressive Matrices (Raven 1947) and receptivaludary assessed with
Peabody Picture Vocabulary Test (Dunn & Dunn 198feek adaptation:
Simos, Sideridis, Protopapas, & Mouzaki 2011). Expental tasks
included verbal STM, assessed with three tasks apn-word repetition
task (a list of 24 three to six syllables non-wordalli 2010, adapted in
Greek from EVALECSprenger-Charolles, Colé, Béchennec, & Kipffer-
Piguard 2005), b) a digit span task (forward anckixard digit span subtests
from Greek WISC-IIl, Georgas, Paraskevopoulos, Begis, & Giannitsas
1997) c) a sentence repetition task (sentencel redatest from Diagnostic
Test of Verbal Intelligence (DVIQ, Stavrakaki & Tgpli 1999).
Experimental tasks also included a task of syrtacdmprehension
consisted of 36 sentences (24 object and subjéativee clauses, 4 with
reflexive verbs and 8 with passive voice). The examwould read the
sentence and then the child had to select one effdhr pictures that
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matched the sentence s/he heard. Percentagesusb@cscores were took
into account.

Results

For the different tasks, ANOVAs were conducted vitie 4 groups as the
between subject factor. When the effect of group wignificant, T-tests
were conducted to compare performances of mono&did bi-SLI with
mono-TD, between bi-SLI and bi-TD and between i@ ¢linical groups.

Both clinical groups had significantly poorer perf@ance compared to
the monolingual TD group in all tasks (except fasgives and reflexives for
mono-SLI). Bi-SLI children had significantly worsperformance than
mono-SLI children in vocabulary, in one verbal STtdsk (sentence
repetition) and in one syntactic comprehension (paksives). Comparisons
between bi-SLI and bi-TD showed that bi-SLI childrerere significantly
worse than bi-TD children in all tasks (see Table 1

Table 1. Mean performance (and SDs) of groups perixental tasks (all

Mono-SLI Bi-SLI Mono-TD Bi-TD

Receptive vocabulany
(percentile) 24,9 (19,2) 9,9(12,8)| 65,8(19,8)| 39,2(23,3)
Digit span (raw score) 9,6 (2,8) 8,4 (2) 12,5(2,5) 10,8 (2)
Non-word repetition| 77,6 (12,9) 70,6 (9,7) 91,6 (5,8) 84,2 (8,3)
Sentence repetition 42,9 (2,4) 39,3(6,9)| 44,8(0,52) 43,8 (1,6)
Relative clauses 67,5(16,4)| 57,5(14,3)| 81,5(10,4) 84,4 (5,7)
Passives 66,4 (26,5)| 45,3(25,4)| 79,4(17,8)| 89,6 (18,3)
Reflexive verbs 81,3(26,6)| 68,8(19,4)| 93,7(13,8) 98,6 (5,9)

in percentages, except for the first two).

Discussion - conclusions

The abovementioned results indicate that definit®ceptive vocabulary are
more evident in the domain of receptive vocabulanpilingual children
with SLI than in monolingual ones. In conclusiome tverbal STM does not
appear to be superior in children with bi-SLI oratffect their performance
neither on syntax nor on vocabulary. These findinighlight the severely
impaired status of verbal STM in SLI independently the number of
languages these children are exposed to.
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Integrating Incoming Information into Discourse
Model in Tunisian Arabic
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Abstract

The endeavor of the present study is to gauge ithe tourse of connecting

incoming information to information mentioned eerlin the text that are no longer
available in Working Memory (WM). Two word-by-wordelf-paced reading

experiments based on the contradiction paradigne weed. The Group Embedded
Figure Test (GEFT) was utilized to explore partifs' field-dependency. Data
from 96 Tunisians reveals that reading times in itheonsistent condition were

higher than the consistent condition in the pogtecregion when participants were
instructed to adopt the protagonist point of vievawever, this difference did not

reach the significance level when participants wiestructed to read for mere
comprehension. The results also reveal that readimgs for field-dependent

participants were higher than their field-indepemdeounterparts. Thus, this study
yields evidence for the dominance of local coheeemeer global coherence.

Key words: Discourse processing, time-course, fitddendency

Introduction

There are two main lines in discourse processisgareh. The first one is
interested in understanding the type of inferertb@s constitute discourse
representations (Stewart, Kidd, & Haigh, 2009). $heond line is interested
in the time course of integrating incoming inforrmatwith the unfolding
discourse model (ibid). Incoming information canilegrated as soon as it
is available or it is integrated at spillover raggoas a wrap-up effect
(Guzman & Kilin, 2000). This study addresses theosddine of research
and aspires to answer the following questionsd@Bs readers’ sensitivity to
spatial anomaly affect the time-course of integatincoming information
into the unfolding discourse model in Tunisian AcafiTA)? (2) do field
dependency and task demands affect the time-cofiregegration in TA?

Experimental methodology

The TA version of Stewart et al.’s (2009) sixteeqperimental texts were
used to explore the phenomenon of time-course sufodirse processing in
reading. The texts were translated by the resegrelere checked by an
expert, and were finally piloted to check their tiralness”, their coherence
and the familiarity of the topics. The texts weexeloped according to the
contradiction paradigm (O’Brien & Albrecht, 1992).
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The two non-cumulative center word-by word preseqeriments were
run using PsychoPy2 software (Pierce, 2009) orptopa Participants were
asked to read texts at their normal pace in omeggpond to comprehension
questions at the end of each passage (experimemind)to adopt the
protagonist point of view (Experiment 2).

Each text is composed of eight sentences. The $iesttence is an
introduction mentioning the spatial location. Theza@nd, the third and the
fourth sentences are filler materials. The fifthteace is the target sentence.
The sixth sentence is the post-target one. Thensievand the eighth
sentences are the concluding sentences. There twer@ersions of each
passage. Each passage appeared once in each divaheonditions
(consistent or inconsistent condition). Each passadpoth experiments was
followed by a yes/no comprehension question.

Besides, the GEFT (Witkin, Raskin, Oltman, & Katf9,71).was utilized
to gauge participants field dependency. The GERFescranged from zero
to 17 in this study. Participants were categoriasdield-dependent (FD) or
field-independent (FI) based on the median spltioop(Raptis, Fidas, &
Avouris, 2016). Participants whose scores rangeth feero to five were
considered as FD. Participants whose scores raftged six to 17 were
considered as Fl.

Ninety-six Tunisian third-year University studemfSEnglish with native
language TA participated in the study (48 partiotggoer experiment).

Results

The total time (in milliseconds) that participatd®k to read was analyzed
for each region. (1) The critical region consistdexical items that convey
the location information. (2) The material followithe location items until
the end of the target sentence represents thecpbs#d region. (3) The
post-target sentence is the following sentence eReg measure ANOVA
with both region and condition as within-subjedastérs, field dependency
as a between-subjects factor and reading timesdep@ndent variable was
used. Both analysis by subjects and analysis hysit#s random factors were
implemented. All analyses reported were signifiarhe .05 alpha level.

Experiment 1

There was no significant effect of condition in tiveee regions. However,
there was a main effect of field-dependency F}46),= 9.148, p =.004 with
FD participants spent more times reading the textsoth conditions (M =
2850.242, STD = 125.603) than FI participants dild< 2326.513, STD =
115.538). Comprehension question response accu@EPp2%.
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Experiment 2

For the post-critical region, there was a signiiicaffect of condition for
item analysis F2 (1, 15) = 7.284, p=.01 with tk@gion is more slowly read
in the inconsistent condition (M = 2783.62, STD 64®&56) than the
consistent condition (M = 2362.69, STD = 1235.4Hgwever, for analysis
by participants, the difference between inconstséeia consistent condition
only approached significance level F1 (1, 46) =43,8=.09. For both the
critical region and the post-target region, the@swo effect of condition.
There was also no main effect of field-dependentyl- Comprehension
question response accuracy was 95%.

Discussion and conclusions

The results of the first experiment were in linghaiicKoon and Ratcliff's
(1992) Minimalist Theory. That is, only is inforn@ essential for
establishing local coherence (connecting the inngnmformation to one or
two prior sentences) is integrated during read@®igbal coherence is only
maintained online when there is a local coheremeakbor when readers are
instructed to do so (ibid).

Based on the results of the second experimentgratieg incoming
information into discourse model is delayed assitai part of a wrap-up
operation. This result is constant with Guzman #&itid’'s (2000) results.
However, this delayed online integration only oscwhen participants were
instructed to adopt the protagonist point of vidgain, this result endorses
the Minimalist Approach.

As the spatial information was the one manipulatedthe present
experiments, the results are basically in line wathnith and O’Brien’s
(2012) results. As they argued, participants dotramk spatial information
if they are not instructed to do so. This instroctitriggered their deep
processing.

Hence, a revisited version of Cook and Myers (20@0dp-stage
framework can be suggested. The first stage cen$t linking the
information at hand with information that is in WM that is easily accessed
from long-term memory (McKoon & Ratcliff, 1992). iBhstage is automatic
and occurs no matter the conditions are. The sestayk only occurs when
readers have special goals aiming at deep proces$simeet their high
standards of coherence (Van den Broek, Bohn-GeKlemdeou, Carlson, &
White, 2011). This stage occurs at wrap-up posstidn future research,
protagonist characteristics will be manipulated arder to deepen our
understanding of the time-course of discourse @®og.

Based on the results of both experiments, it cannbticed that FI
participants reacted faster to inconsistent mdsetian FD ones did, which
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supports Hannon and Daneman (2001) who argue tbBapdéople have
difficulty in detecting anomalies. More interestingthe effect of field
dependency on the time course of text processing mimimized when
participants were instructed to engage in an dgtithat requires deep
processing (i.e. adopting the protagonist pointva@w). In fact, task
demands have a primacy effect over individual diffees.

Acknowledgment

The Experiments were conducted in partial fulfilmhef the requirements for my
PhD degree conducted under the direction of Pr.aviedd Jabeur to whom go my
deepest thanks. | am also grateful to Dr. Tarekntéssi for helping me reshaping
the topic and to Dr. Hafedh Halila for editing tihenslated materials.

References

Cook, A.E., Myers, J.L. 2004. Processing discouades in scripted narratives: The
influences of context and world knowledge. Jounfdlemory and Language, 50,
268-288.

Guzman, A.E., Klin, C.M. 2000. Maintaining globalterence in reading: The role
of sentence boundaries. Memory & Cognition, 28,72D.

Hannon, B., Daneman, M. 2001. A new tool for meiaguand understanding
individual differences in the component procességeading comprehension.
Journal of Educational Psychology, 93, 103e128.

McKoon, G., Ratcliff, R. 1992. Inference during dégy. Psychological Review, 99,
440-466.Smith, E.R., O'Brien, E.J. 2012. Trackirgatgal information during
reading: A cue-based process. Memory & Cogniti@y,791-801.

O’Brien, E.J., Albrecht, J.E. 1992. Comprehensitvatsgies in the development of
a mental model. Journal of Experimental Psycholdggarning, Memory, and
Cognition, 18, 777-784. doi:10.1037/0278-7393.15.4.

Peirce, J.W. 2009. Generating stimuli for neurasmée using PsychoPy. Front.
Neuroinform. 2:10. doi:10.3389/neuro.11.010.2008

Raptis, G., Fidas, C., Avouris, N. 2016. Differenad field dependent/independent
gamers on cultural heritage playing: Preliminandfngs of an eye-tracking study.
In Proceedings of International Conference on RlgiHeritage (Euromed2016),
Nicosia, Cyprus, 2016. Springer. doi:10.1007/978t3-48974- 2_22

Smith, E.R., O'Brien, E.J. 2012. Tracking Spatigoimation during Reading: A
Cue-Based Process. Memory & Cognition, 40, 791-801.

Stewart, A.J., Kidd, E., Haigh, M. 2009. Early Sewugy to Discourse-Level
Anomalies: Evidence From Self-Paced Reading. Dism®Processes,46:1,46 —
69. DOI: 10.1080/01638530802629091

Van den Broek, P., Bohn-Gettler, C., Kendeou, Ru|g0n, S., White, M. J. 2011.
When a reader meets a text: The role of standafdsoleerence in reading
comprehension. In M.T. McCrudden, J.P. Magliano, S&ghraw (Eds.), Text
relevance and learning from text (pp. 123-140)e@wach, CT: Information Age

Witkin, H.A., Raskin E., Oltman, P.K., Karp, S.A971). A manual for the Group
Embedded Figures Test. Palo Alto, CA: ConsultingcRslogists Press.



Effects of part of speech: Primitive or derived
from word frequency?
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Abstract

Part of speech (POS hereafter) is known to affett bluration and FO, such that,
nouns are longer and higher in FO than verbs. ilnstudy we tested the hypothesis
that the POS effects are actually a word frequegfégct, and that this effect is

predictable from information theory. We tested thigothesis by comparing 44

phonologically matched noun-verb pairs in MandaResults show that there were
clear effects of word frequency on duration, buteffiects on FO. In contrast, no

effects of POS were found on either duration or \W@. conclude that there are no
primitive POS effects on duration or FO, but thegfrency effect on duration may
lead to a weak POS effect given sufficient corpes.s

Key words: part of speech effect, frequency effedgrmation theory, duration, FO

Introduction

In both recognition and synthesis modeling, padgpdech (POS) is taken as
an essential input feature during training. Buisitunclear why it is so
important. Some informal research reports that sane longer than verbs
(Lightfoot 1970, Coker et al. 1973). However, thadadies did not take
phrasing and word frequency into account. Word desgy is already
known to have an effect on some acoustic paramexaret al. 1973, Aylett
et al. 2004, 2006. So it is possible that POS effects are a reduivard
frequency. Frequency of occurrence is also impobitamformation theory,
as it is directly related to information load (Shan 2001).

In the present study, we seek to establish a tldabetween POS effects
and word frequency. Our hypothesis is that the R®&ct on duration is
derivable from a word frequency effect, such the katter is much more
robust than the former. This is done by compariaigspof nouns and verbs
in Mandarin that are phonetically identical.

Method

Stimuli

44 pairs of sentences were composed, each corgagnpair of noun-verb
homophones, 12 of which were monosyllabic words 22dvere disyllabic
words. Each pair of sentences shared the samdeaogth and position and
phrasing of the target words. This design therefaybtly controlled the
effects of syllable structure, phrasing and sergdecgth. The word identity
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(hence POS) was represented by their correspo@himese characters. The
nouns were all made-up first names. There was nd gtoess or focus in the
target words. Frequencies of the verbs were takem Modern Chinese
Frequency Dictionary (Beijing Language and Cultwaiversity 1986),
while the frequencies of the nouns (names) wereutzied from an online
name dictionary (online 2016).

Participant

Five female and four male native Mandarin speakeyse recorded. They
were all college students studying in London andewsorn and raised in
Beijing. The recordings were conducted in a quietw in Scape Shoreditch,
London.

Recording Procedures

All stimulus sentences were presented in Chinesae computer screen in a
random order, with three repetitions each (in sapablocks). In total, 88
(sentences) x 9 (subjects) x 3 (repetitions) = Z¥ffiences were recorded.

Categorization of word frequency

To be able to compare word frequency effect diyeafth POS effect, we
transformed the gradient frequency into a categbn@riable, using the
median frequency as the dividing line. This waycledarget word was
treated as either high frequency or low frequency.

Results

For the POS effect, verbs are shorter than nouterms of mean duration.
Two one-way ANOVAs show that POS has a significfféct on duration,
F (1,22) = 5.069 =.035 for monosyllabic words, and F (1,62) = 12.69=
0.001 for disyllabic words.

For the word frequency effect, low frequency woats longer than high
frequency words. However, one-way ANOVAs shows igmificant effect
on monosyllabic words (F (1,22) =1.4465.242), but a significant effect on
disyllabic words (F (1,62) = 17.47@ < 0.001).

Because POS and frequency affect duration in tire shirection, they are
potentially confounded. To avoid confounding, twdN@OVAs were
conducted with POS as independent variable, fretyuas covariate and
duration as dependent variable. The results aptagisd in Table 1.
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Table 1. ANCOVA results for duration (ms) of monlalgic and disyllabic
words.

Levels Monosyllabic Disyllabic
POS frequency POS frequency
verb/high frequency 170.7 179 3287 323
noun/low frequency 198.7 196 367.6 367.6
F value 3.559 0.272 3.429 7.532
p value 0.073 0.608 0.064 0.008

For monosyllabic words, neither POS nor frequenag k significant
effect on word duration. A possible cause of tteappearance of POS effect
is the small amount of data. But an additionaldads$ that the division of
the words into high and low frequency ones mixedhepsyllable structures,
so that the frequency comparison was no longerdoaseminimal pairs of
homophones.

For disyllabic words, the POS effect is no longensicant, but the
frequency effect is highly significant. This mayvkeabeen due to several
causes: (1) there were more disyllabic than moiasigl words, (2) some
high frequency words had no homophone counterpattslow frequency,
and (3) frequency did affect duration significantlo rule out the second
possibility, we looked into each homophone paihigh and low frequency
words. If a low frequency noun-verb pair had a claxyllable structure,
which may increase duration, it was deleted. Aftex deletion, 27 pairs
were left. Again the frequency effect was significavhile the POS effect
was not (Table 2).

Table 2. ANCOVA results for duration (ms) of digbic words.

Levels POS frequency
verb/high frequency 322 319
noun/low frequency 363 364

F value 2.286 5.241

p value 0.137 0.026

Also tones can affectgFso sentence pairs in which target words did not
have identical tones were then excluded from the,daaving 12 pairs of
sentences with monosyllabic words and 15 pairs dighllabic words. A set
of one-way ANOVAs and two ANCOVAs were performeejther POS nor
frequency effects ongfwvere found.
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Discussion and conclusion

This study is a preliminary test of the hypothehiat the effect of part of
speech on duration is derived from the effect ofdMoequency, such that
the latter is much more robust than the former. Tt was performed by
comparing pairs of nouns and verbs in Mandarin th@ phonetically
identical. Results show that there was no sigmtid20S effect on duration
or R, but there was a significant frequency effect omation. Given that
POS does show a difference in means between nouhgeabs in the same
direction as the frequency effect (Tables 1 andt2)an be concluded that
this weak POS effect is derived from a more priveigeffect of frequency.
Such frequency effect is consistent with informatitheory. That is,
speakers are under a general pressure to conveyes information as
possible in a given amount of time, and this presswould lead to each
word being assigned as little time as possible. tBatpressure is balanced
by another pressure of communication, i.e., eachdvatso needs to be
pronounced as clearly as necessary, so as notrtasheard. But the chance
of being misheard can be reduced by the word’sigtagallity, which can be
improved by its frequency. So, words that are ghkr frequency can afford
to have less time, and thus less full articulatigerbs, as a group, have
higher frequency than nouns, and so are likelygaiven less articulation
time. But ultimately, it is the frequency of eaddividual word that partially
determines its duration. This seems to be suppdrted the current data.
Given the limited size of the dataset in this studye are making our
conclusion cautiously, however. More research imdirection is needed.
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Abstract

The present study investigated three northern Waledis: Wuxi, Suzhou, and
Ningbo. It is found that, in all three dialectscfis is encoded by increasing the
maximum k and duration of focused words, and lowering anchpr@ssing the ¢~
and pitch range of post-focus words. These resks consistent with previous
findings about Wu dialect in Shanghai. Northern \dlalects therefore seem to
encode focus in a similar way to Beijing Mandarbyt different from many
languages/dialects spoken in southern China. Tihding, together with evidence
from gene studies and migration history of Wu arpasvide further support for the
inheritance hypothesisf PFC, according to which all languages with P&@
descendants of a common proto-language in the gliEdkt.

Key words: Wu dialect, prosody, focus, post-focaspression (PFC)

Introduction

Focus is the highlighting of part of a sentenceirejathe rest of the
sentence, motivated by discourse context. A focusedd is generally
realized with increasedyFduration and intensity. Xu et al. (2012) found
that, for the post-focus part, two different pattehave been reported across
languages: with post-focus lowering and compressibi, and intensity
(PFC), or without PFC. PFC has been found thatanymanguages/dialects
spoken in northern and middle China, e.g., Uygund@ Tibetan, Lasha
Tibetan, Beijing Mandarin, Nanchang dialect, etwt is absent in many
southern languages/dialects, e.g., Taiwanese ,d)ednand Wa, etc, as
summarized in Xu et al. (2012). They proposedrdneritance hypothesis
according to which PFC is inherited from a commootg@language shared
by all languages with the feature.

Wu area in China is especially interesting for itgstthe inheritance
hypothesishecause (1) there are contrary results on thespcesof PFC in
Wu dialects; (2) the formation of Wu dialects inwed influences from both
PFC and non-PFC languages in its history. Accortingan (2009), among
many others, although Wu dialects dneavily influenced by Kam-Tai
languages back to Chungiu Dynasties (770-476 Br@ogern Wu dialects
(possibly formed in Sunwu era (220-280)) are masggken by people who
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immigrated from the north. Wen et al. (2004) showet the contribution of

Y chromosome and mitochondrial DNA (mtDNA) from tteern Han is
about 80% in the Wu population (Jiangsu and Shahgfdus, the
inheritance hypothesiwould predict that Wu languages have PFC just like
most northern Mandarin dialects. The current stisdgn investigation of
prosodic focus in the Wu dialects of Wuxi, Suzhaug Ningbo.

Method

Corrective focus was elicited by a preceding sargeim a structure as “It is
not my brother. My sister poured noodle soup”. lache dialect, two
declarative sentences were constructed to exaroowes fin four conditions:
initial (IF), medial (MF), final (FF) and neutralf).

There were 6 Wuxi speakers (4 F, 2 M, age 24-53u8hou speakers
(4F, 4M, age 45-63), and 8 Ningbo speakers (5F,&M,24-45).

The recording was digitized into a computer (Leno¥d75) by
16Bit/44.1k using audio sound (Yamaha Steinberg) @i2d a condenser
microphone (SHUER Beta 53). Each speaker recortettiea8 sentences
three times in separately randomized blocks.

The data extraction was done with the Praat sBripsodyPro (Xu, 2013),
which generated 10 normalized FO points, maximumdf@ duration for
each manually segmented syllable. The FO values w@rverted from Hz to
semitones (st) using the following formula:

f« =120110g2(F,)

Results

Fo

Fig. 1 displays the time-normalized Eontours of one sentence in each
dialect, with four focus conditions overlaid in orfgure. The other
sentences showed the same pattern.

It can be seen from Fig. 1 that, in all three ditde focus raises the
maximum k of the on-focus word, and compresses the maximgof Ehe
post-focus part as compared to the neutral focusliton, but leaves the
pre-focus part largely intact.

Table 1 shows mean maximum FO of the three targetisvaveraged
across the two sentences in the three dialectkgbrdown by the four focus
conditions. Two-way repeated measures ANOVA withrdvposition and
focus condition as the independent variables wengietl out for each
dialect. Focus has significant effects in all theee dialects (Wuxi: F(3,
15)=6.45*, Suzhou: F(3, 21)=14.73**, Ningbo: F(3,214.31***).
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Figure 1. k5 contours of one sentence in the three Wu dialects.

Word IF MF FF NF
w1 94.5 92.6 92.3 92.7
Wuxi W2 92.1 92.7 91.5 91.7
W3 86.6 91.3 90.3 89.2
w1 95.2 94.4 92.5 92.9
Suzhou w2 91.1 95.3 92.2 91.3
W3 83.6 86.8 90.7 87.1
w1 93.9 92.0 92.5 92.6
Ningbo W2 87.7 92.6 89.8 89.7
W3 85.9 85.6 89.8 88.4

Table 1. The MaximumdA{st) of the three target words.

Word Duration

Table 2 shows mean duration of the three targetisvander different focus
conditions in each dialect, averaged across thepetitions of the two
sentences by all speakers.

Word IF MF FF NF
Wuxi w1 417 375 369 368
W2 412 492 432 431
W3 440 444 546 485
Suzhou W1 528 482 451 468
W2 390 484 416 416
W3 436 450 549 495
Ningbo W1 337 314 304 310
W2 340 374 366 355
W3 456 450 496 484

Table 2. The word duration (ms) of the three tavgatds.
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It can be seen in Table 2 that on-focus words emgthened in all three
dialects. Pre- and post-focus words do not diffacimfrom the neutral focus
words. Two-way repeated measures ANOVAs with faad word position
as two independent variables show that focus has eiféect in all the
dialects (Wuxi: F(3, 15)=4.7*, Suzhou: F(3,21)=3#6 Ningbo: F(3,
21)=3.16*).

Discussion and Conclusions

This study investigated focus encoding in Wuxi, I8ug, and Ningbo. It is
found that, in all these dialects, focus not omises the maximum FO and
lengthens the duration of the on-focus word, bsib @ompresses and lowers
the FO of the post-focus words. Prosodic focushigsé¢ Wu dialects thus
shows a similar pattern to Shanghai (Chen, 200&irg8e% Shen, 1990).
Scholtz (2012) has studied a southern Wu diale@niiou) and showed
PFC applied in the initial focus condition. Overdlfle results are consistent
with the prediction by thanheritance hypothesiaf PFC. Nevertheless, more
languages/dialects need to be studied, espec@liyarn Wu dialects.
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Chinese learners in French L2 and L3
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Abstract

The purpose of this research is to show the difieze of Frenciplus-que-parfait
acquisition by Chinese learners in French secoanguage (L2) and third language
(L3) at the initial and intermediate level. Throutje comparison of written samples
of four groups (native speakers and learners), ound that (1) two groups of
French learners sometimes usesphesé composi® replace theplus-que-parfait
(2) FL2 learners use the subordination with peifectalue or lexical means to
mark the double anteriority, which is influenced their L1 Chinese; (3) FL3
learners, who have learned English as L2, are Varmiliar with the double
anteriority indicated by the pluperfect. This likdhcilitates the acquisition of the
plus-que-parfait

Key words: Chinese learnegdus-que-parfaitdouble anteriority, FL2, FL3

Introduction

The acquisition of French past tense as a foreagiguage interests many
researchers. Many previous studies (Kaplan 198ig€B®m 1995, Kihlstedt
2002, Ayoun 2004) concerning the distinction betwtee passé compose
and imparfait have been published. Thalus-que-parfaitemerges later
among learners (Labeau 2002, Howard 2005, Sun 2806)receives less
attention from researchers. Howard (2005) found #mvanced English
learners often use thegassé composinstead of theplus-que-parfait and
they often express the double anteriority by ldx@magrammatical means.
Howard indicates that the use mfis-que-parfaitis stricter than that of the
pluperfect:

1. I had to return home because | forgot / haddivegy my wallet.
J'ai dd rentrer a la maison parce que j'avaishtié@ mon portefeuille.
(Howard 2005: 70)

In this example, one could either use reterit or the pluperfectin
English to mark the double anteriority, while ineRch, only theplus-que-
parfait is acceptable.

In Chinese, there is no equivalent grammatical oescppluperfectin
English antblus-que-parfaiin French. Howard (2005) observed the English
learners of French at the advanced level, butairthial and intermediate
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level, how do Chinese learners express the douftieriarity in French?
This will be explained in the following sections.

Methodology

Written samples of learners who study French asrsklanguage (L2) or
third language (L3) - English as L2, were compaard the similarities and
differences were determined. The written sampla r®rrative based on a
segment from the silent film “Modern Times”. A tbtaf four groups were

included in this study. The two control groups dstexl of a group of

Chinese natives (CN, n = 8) and a group of Frerattves (FN, n = 8). The

two experimental groups consisted of a group oh€ée FL2 learners (two
levels, which were classified by learning timetiadi n = 6 and intermediate,
n = 6) and FL3 (also two levels) were includedhie study.

Results and Conclusion

Table 2. Use oplus-que-parfaiiof all verbal tenses by Chinese learners and
French natives

FL2 initial FL3 initial FL2 FL3 FN
intermediate intermediate
n 2 0 3 6 8
% 1.3% 0% 1.9% 2.8% 3%

In our corpus, we found that the usepifis-que-parfaitis limited, not
only by learners, but also by French natives. #itfitial stage, FL3 learners
had not learneglus-que-parfaitwhen the data was collected, therefore, it is
expected that there is no useptdis-que-parfaitby FL3 in the initial stage.
With the development of acquisition, the use o$ ti@inse increased in both
groups. The methods used by the learners to corafeetize value oplus-
que-parfaitwere analyzed and are shown in table 2.

In short, the passé composé is an important metihadplace thelus-
que-parfaitfor learners of French with different L1s and e¥enlearners
who study French as L3. Furthermore, FL2 learriafiienced by their L1,
combine the lexical and grammatical methods tca@ptheplus-que-parfait
value. It should also be noted that FL3 learnersemr@quently use thelus-
que-parfaitthan FL2 learners in the intermediate stage, aihothe FL3
learners studied this tense later than FL2 leariiémss, it is possible that the
L2 English facilitate thglus-que-parfaitearning in L3.
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Table 3. Methods to compensate the valuplu$-que-parfaiin both groups
of Chinese learners and the ways to indicate doattieriority in Chinese

Initial level
(Chinese learners)

Intermediate level
(Chinese learners)

Native Chinese

Passé composé used in
relative subordinations by
two groups of learners :
“c’était... qui” (It
is...that/wh structure

The structure « shi...de
(It is...that/who)

Lexical methods :

« ganggng » ou
« gangcai » (just now)

Passé composé
used in indirect
speech : two group

Passé composé used in
indirect speech: FL3 grou
S

Indirect speech with
erfective value (indireg
speech+ suffixle)

Subordination introduced
by « avant ... » (before):

Subordination + lexical
«@iIgian... » (avant)

—t

one FL2 learner (before)
Passé composé No marks
lonely: a FL2
learner
Causal Causal subordination +
subordination + | plus-que-parfait : FL2
passé learners
composé/imparfait
illegible verbal

form : two groups
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